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Preface to the Fourth Edition 

Group Theory is a vast subject and, in this Introduction (as well as in the 
earlier editions), I have tried to select important and representative theorems 
and to organize them in a coherent way. Proofs must be clear, and examples 
should illustrate theorems and also explain the presence of restrictive hypo­
theses. I also believe that some history should be given so that one can 
understand the origin of problems and the context in which the subject 
developed. 

Just as each of the earlier editions differs from the previous one in a signifi­
cant way, the present (fourth) edition is genuinely different from the third. 
Indeed, this is already apparent in the Table of Contents. The book now 
begins with the unique factorization of permutations into disjoint cycles and 
the parity of permutations; only then is the idea of group introduced. This is 
consistent with the history of Group Theory, for these first results on permu­
tations can be found in an 1815 paper by Cauchy, whereas groups of permu­
tations were not introduced until 1831 (by Galois). But even if history were 
otherwise, I feel that it is usually good pedagogy to introduce a general 
notion only after becoming comfortable with an important special case. I 
have also added several new sections, and I have subtracted the chapter on 
Homological Algebra (although the section on Hom functors and character 
groups has been retained) and the section on Grothendieck groups. 

The format of the book has been changed a bit: almost all exercises now 
occur at ends of sections, so as not to interrupt the exposition. There are 
several notational changes from earlier editions: I now write H ::5; G instead 
of H c G to denote "H is a subgroup of G"; the dihedral group of order 
2n is now denoted by D2n instead of by Dn; the trivial group is denoted by 1 
instead of by {I}; in the discussion of simple linear groups, I now distinguish 
elementary transvections from more general transvections; I speak of the 
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fundamental group of an abstract simplicial complex instead of its edgepath 

group. 
Here is a list of some other changes from earlier editions. 
Chapter 3. The cycle index of a permutation group is given to facilitate use 

of Burnside's counting lemma in coloring problems; a brief account of mo­
tions in the plane introduces bilinear forms and symmetry groups; the affine 
group is introduced, and it is shown how affine invariants can be used to 
prove theorems in plane geometry. 

Chapter 4. The number of subgroups of order pS in a finite group is counted 
mod p; two proofs of the Sylow theorems are given, one due to Wielandt. 

Chapter 5. Assuming Burnside's p~qP theorem, we prove P. Hall's theorem 
that groups having p-complements are solvable; we give Ornstein's proof 
of Schur's theorem that GjZ(G) finite implies G' finite. 

Chapter 6. There are several proofs of the basis theorem, one due to 
Schenkman; there is a new section on operator groups. 

Chapter 7. An explicit formula is given for every outer automorphism of 
S6; stabilizers of normal series are shown to be nilpotent; the discussion of 
the wreath product has been expanded, and it is motivated by computing the 
automorphism group of a certain graph; the theorem of Gaschiitz on comple­
ments of normal p-subgroups is proved; a second proof of Schur's theorem 
on finiteness of G' is given, using the transfer; there is a section on projective 
representations, the Schur multiplier (as a cohomology group), and covers; 
there is a section on derivations and Hl, and derivations are used to give 
another proof (due to Gruenberg and Wehrfritz) of the Schur-Zassenhaus 
lemma. (Had I written a new chapter entitled Cohomology of Groups, I 
would have felt obliged to discuss more homological algebra than is appro­
priate here.) 

Chapter 8. There is a new section on the classical groups. 
Chapter 9. An imbedding of S6 into the Mathieu group M12 is used to 

construct an outer automorphism of S6. 
Chapter 10. Finitely generated abelian groups are treated before divisible 

groups. 
Chapter 11. There is a section on coset enumeration; the Schur multiplier 

is shown to be a homology group via Hopf's formula; the number of genera­
tors of the Schur multiplier is bounded in terms of presentations; universal 
central extensions of perfect groups are constructed; the proof of Britton's 
lemma has been redone, after Schupp, so that it is now derived from the 
normal form theorem for amalgams. 

Chapter 12. Cancellation diagrams are presented before giving the difficult 
portion of the proof of the undecidability of the word problem. 

In addition to my continuing gratitude to those who helped with the first 
three editions, I thank Karl Gruenberg, Bruce Reznick, Derek Robinson, 
Paul Schupp, Armond Spencer, John Walter, and Paul Gies for their help on 
this volume. 

Urbana, Illinois 
1994 

Joseph J. Rotman 
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Quand j'ai voulu me restreindre, je suis tombe dans l'obscurite; 
j'ai prefere passer pour un peu bavard. 

H. POINCARE, Analysis situs, 
Journal de ['Ecole Poly technique, 1895, pp. 1-121. 

Although permutations had been studied earlier, the theory of groups really 
began with Galois (1811-1832) who demonstrated that polynomials are best 
understood by examining certain groups of permutations of their roots. Since 
that time, groups have arisen in almost every branch of mathematics. Even in 
this introductory text we shall see connections with number theory, combina­
torics, geometry, topology, and logic. 

By the end ofthe nineteenth century, there were two main streams of group 
theory: topological groups (especially Lie groups) and finite groups. In this 
century, a third stream has joined the other two: infinite (discrete) groups. 
It is customary, nowadays, to approach our subject by two paths: "pure" 
group theory (for want of a better name) and representation theory. This 
book is an introduction to "pure" (discrete) group theory, both finite and 
infinite. 

We assume that the reader knows the rudiments of modern algebra, by 
which we mean that matrices and finite-dimensional vector spaces are 
friends, while groups, rings, fields, and their homomorphisms are only ac­
quaintances. A familiarity with elementary set theory is also assumed, but 
some appendices are at the back of the book so that readers may see whether 
my notation agrees with theirs. 

I am fortunate in having attended lectures on group theory given by I. 
Kaplansky, S. Mac Lane, and M. Suzuki. Their influence is evident through-
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out in many elegant ideas and proofs. I am happy to thank once again those 
who helped me (directly and indirectly) with the first two editions: K.1. Appel, 
M. Barr, W.W. Boone, J.L. Britton, G. Brown, D. Collins, C. Jockusch, 
T. McLaughlin, C.F. Miller, III. H. Paley, P. Schupp, F.D. Veldkamp, and 
C.R.B. Wright. It is a pleasure to thank the following who helped with the 
present edition: K.I. Appel, W.W. Boone, E.C. Dade, F. Haimo, L. McCulloh, 
P.M. Neumann, E. Rips, A. Spencer, and J. Walter. I particularly thank 
F. Hoffman, who read my manuscript, for his valuable comments and 
suggestions. 

Addendum to Second Corrected Printing 

Many mistakes in the first printing have been corrected in this new printing. 
I thank those readers, especially Hung-jen Hsu, Dae Hyun Paek, and Jack 
Shamash, who brought them to my attention. 

February, 1999 Joseph Rotman 
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To the Reader 

Exercises in a text generally have two functions: to reinforce the reader's 
grasp of the material and to provide puzzles whose solutions give a certain 
pleasure. Here, the exercises have a third function: to enable the reader to 
discover important facts, examples, and counterexamples. The serious reader 
should attempt all the exercises (many are not difficult), for subsequent proofs 
may depend on them; the casual reader should regard the exercises as part of 
the text proper. 



CHAPTER 1 

Groups and Homomorphisms 

Generalizations of the quadratic formula for cubic and quartic polynomials 
were discovered in the sixteenth century, and one of the major mathematical 
problems thereafter was to find analogous formulas for the roots of polyno­
mials of higher degree; all attempts failed. By the middle of the eighteenth 
century, it was realized that permutations of the roots of a polynomial f(x) 
were important; for example, it was known that the coefficients of f(x) are 
"symmetric functions" of its roots. In 1770, J.-L. Lagrange used permutations 
to analyze the formulas giving the roots of cubics and quartics,l but he 
could not fully develop this insight because he viewed permutations only as 
rearrangements, and not as bijections that can be composed (see below). 
Composition of permutations does appear in work of P. Ruffini and of P. 
Abbati about 1800; in 1815, A.L. Cauchy established the calculus of perm uta­
tions, and this viewpoint was used by N.H. Abel in his proof (1824) that there 
exist quintic polynomials for which there is no generalization of the qua-

, One says that a polynomial (or a rational function) f of Jl variables is r-valued if, by permuting 
the variables in all possible ways, one obtains exactly r distinct polynomials. For exam­
ple, f(x" x 2 , x 3 ) = x, + X 2 + X3 is a I-valued function, while g(x" x2 , x 3 ) = X,X 2 + X3 is a 
3-valued function. 

To each polynomial f(x) of degree Jl, Lagrange associated a polynomial, called its resolvent, 
and a rational function of Jl variables. We quote Wussing (1984, English translation, p. 78): "This 
connection between the degree of the resolvent and the number of values of a rational function 
leads Lagrange ... to consider the number of values that can be taken on by a rational 
function of Jl variables. His conclusion is that the number in question is always a divisor of 
Jll. ... Lagrange saw the 'metaphysics' of the procedures for the solution of algebraic equations 
by radicals in this connection between the degree of the resolvent and the valuedness of rational 
functions. His discovery was the starting point of the subsequent development due to Ruffini, 
Abel, Cauchy, and Galois .... It is remarkable to see in Lagrange's work the germ, in admittedly 
rudimentary form, of the group concept." (See Examples 3.3 and 3.3' as well as Exercise 3.38.) 
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dratic formula. In 1830, E. Galois (only 19 years old at the time) invented 
groups, associated to each polynomial a group of permutations of its roots, 
and proved that there is a formula for the roots if and only if the group of 
permutations has a special property. In one great theorem, Galois founded 
group theory and used it to solve one of the outstanding problems of his day. 

Permutations 

Definition. If X is a nonempty set, a permutation of X is a bijection 0(: X --+ X. 
We denote the set of all permutations of X by Sx' 

In the important special case when X = {I, 2, ... , n}, we write Sn instead of 
Sx. Note that ISnl = n!, where I YI denotes the number of elements in a set Y. 

In Lagrange's day, a permutation of X = {I, 2, ... , n} was viewed as a 
rearrangement; that is, as a list ii' iz, ... , in with no repetitions of all 
the elements of X. Given a rearrangement ii' iz, ... , in, define a function 
0(: X --+ X by O((j) = ij for allj E X. This function 0( is an injection because the 
list has no repetitions; it is a surjection because all of the elements of X 
appear on the list. Thus, every rearrangement gives a bijection. Conversely, 
any bijection 0( can be denoted by two rows: 

( 1 2 ... n) 
0( = 0(1 0(2 ••• O(n' 

and the bottom row is a rearrangement of {I, 2, ... , n}. Thus, the two 
versions of permutation, rearrangement and bijection, are equivalent. The 
advantage of the new viewpoint is that two permutations in Sx can be 
"multiplied," for the composite of two bijections is again a bijection. For 

example, 0( = G ~ D and fJ = G ~ D are permutations of {I, 2, 3}. The 

product O(fJ is G ~ ~} we compute this produce by first applying fJ and 

then oc: 

ocfJ(l) = oc(fJ(l» = oc(2) = 2, 

O(fJ(2) = oc(fJ(2» = oc(3) = 1, 

ocfJ(3) = oc(fJ(3» = oc(l) = 3. 

(1 2 3) Note that fJoc = 1 3 2 ,so that ocp #- fJoc. 

2 We warn the reader that some authors compute this product in the reverse order: first ex and 
then p. These authors will write functions on the right: instead of f(x), they write (x)f (see 
footnote 4 in this chapter). 
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EXERCISES 

1.1. The identity function lx on a set X is a permutation, and we usually denote it by 
1. Prove that lor: = or: = or:l for every permutation or: E Sx. 

1.2. For each or: E Sx, prove that there is P E Sx with or:p = 1 = por: (Hint. Let p be the 
inverse function of the bijection or:). 

1.3. For all or:, P, Y E Sx, prove that or:(py) = (or:P)y. Indeed, if X, Y, Z, Ware sets and 
f: X ..... Y, g: Y ..... Z, and h: Z ..... Ware functions, then h(gf) = (hg)f. (Hint: Recall 
that two functions f, g: A ..... B are equal if and only if, for all a E A, one has 
f(a) = g(a).) 

Cycles 

The two-rowed notation for permutations is not only cumbersome but, as we 
shall see, it also disguises important features of special permutations. There­
fore, we shall introduce a better notation. 

Definition. If x E X and or: E Sx, then or: fixes x if or:(x) = x and or: moves x if 
or:(x) =F x. 

Definition. Let i1, i2, ... , ir be distinct integers between 1 and n. If or: E Sn fixes 
the remaining n - r integers and if 

or:(i 1 ) = i2, or:(i2) = i3, ... , or:(ir-d = i" or:(ir) = i1, 

then or: is an r-cyc/e; one also says that or: is a cycle of length r. Denote or: by 
(il i2 ... ir)· 

Every I-cycle fixes every element of X, and so all I-cycles are equal to the 
identity. A 2-cycle, which merely interchanges a pair of elements, is called a 

transposition. 
Draw a circle with iI, i2, ... ,ir arranged at equal distances around the 

circumference; one may picture the r-cycle or: = (il i2 ... ir) as a rotation 
taking i1 into i2, i2 into i3, etc., and ir into i1. Indeed, this is the origin of the 
term cycle, from the Greek word KVKAOO" for circle; see Figure 1.1. 

Here are some examples: 

G 2 3 ~) = (1 2 3 4); 
3 4 

G 
2 3 4 D = (1 5 3 4 2); 
1 4 2 

G 2 3 4 D = (1 2 3)(4)(5) = (1 2 3). 
3 1 4 
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QU'UNE FUNCTION PEUT ACQUERIR. ETC. '79 

:'ious obsrrverons d'abord qu(', si (Ians la substitution ( A. ) formi~(' 
At / 

par denx p(,l'mutations prises i.t volonti~ dans la suite 

Irs <lrux termes A" At r('nfermrnt des indices corr('spon<lants (lui",;oil'lI! 

rr,.;p('ctivcmrnt egaux, on pourra. sans inconvi·nicnt. supprim('" 1(',.; 

mpmrs indicrs pour ne consrrvrr que ceux <Irs indices corrrspondants 

qui SOllt l'espcctivcmrnt inegaux. Ainsi, par excmple, oi I'on fait IL = 5. 

Irs deux substitutions 

( 1.2.3.~.~ ) 
\ 2.3 ... 4.~ , 

el / 1.~.3 ) 
\ 2 . .). I / 

,r,'ont equivaIPntrs ('ntrc rill'S. Jr dirai qu'unc substitution ama etl' 

"cduite il sa plus simple expression lorsqu'on aura supprime. dans I .. " 

,Irux tcrmcs, tous les indiees correspondants egaux. 

Soient maintenant O(,~, y ..... ~, 'IJ plusieurs drs indices 1,2.3 ..... II 

I'n nombrc egal il p. rt supposons que la substitution ( A.; ) reduit(' i, 
A, 

,.;a plus simple expression pr("nne la forme 

( " ~ : ... ~ '1J). 
~ yo... l'l ", 

"n sorte que, pour Ileduire Ie second terme du pr('mi('r. il sllffis(' <II' 

ranger rn ('rrcl('. ou plutot en polygonc r(~gulirr. les indices 0(, ~, y. 
; ••..• ~, 'f) de la manii'rc suivante : 

PI til' rt'mplacrr rllsuitr chaqu(, illdice par c('lui lJui. I .. prrmirr, "i .. lI! 

p,'clllh'c sa placc lorsqll'on fait tournrr d'ori('n! ('n occi(\rnt Ic pol~'golH' 

A. Cauchy, Memoire sur Ie nombre des valeurs qu'une fonction peut acquerir, 
lorsqu'on y permute de toutes les manieres possibles les quantites qu'elle renferme, J. 
de I'Ecole Poly XVII Cahier, tome X (1815), pp. 1-28. 
From: Oeuvres Completes d'Augustin Cauchy, II Serie, Tome I, Gauthier-Villars, 
Paris, 1905. 

Figure 1.1 
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Multiplication is easy when one uses the cycle notation. For example, let 
us compute')' = rtf3, where rt = (1 2) and f3 = (1 3 4 2 5). Since multiplica­
tion is composition of functions, ')'(1) = rt 0 f3(I) = rt(f3(I)) = rt(3) = 3; Next, 
')'(3) = rt(f3(3)) = rt(4) = 4, and ')'(4) = rt(f3(4)) = rt(2) = 1. Having returned to 
1, we now seek ,),(2), because 2 is the smallest integer for which,), has not yet 
been evaluated. We end up with 

(1 2)(1 3 4 2 5) = (1 3 4)(2 5). 

The cycles on the right are disjoint as defined below. 

Definition. Two permutations rt, f3 E Sx are disjoint if every x moved by one is 
fixed by the other. In symbols, if rt(x) -# x, then f3(x) = x and if f3(y) -# y, then 
rt(y) = y (of course, it is possible that there is Z E X with rt(z) = z = f3(z)). A 
family of permutations rt 1 , rt2 , ... , rtm is disjoint if each pair of them is disjoint. 

EXERCISES 

1.4. Prove that (1 2 ... r - 1 r) = (2 3 ... r 1) = (3 4 ... 1 2) = ... = 
(r I· .. r - I). Conclude that there are exactly r such notations for this r-cycle. 

1.5. If 1 ~ r ~ n, then there are (1/r) [n(n - 1) ... (n - r + 1)] r-cycles in Sn· 

1.6. Prove the cancellation law for permutations: if either rxfJ = rxy or fJrx = yrx, then 
fJ = y. 

1.7. Let rx = (i1 i2 ... i,) and fJ = (j1 j2 ... js). Prove that rx and fJ are disjoint if and 
only if {i 1 , i2 , ••• , i.} n {j1,j2,'" ,js} = 0· 

1.8. If rx and fJ are disjoint permutations, then rxfJ = fJrx; that is, rx and fJ commute. 

1.9. If rx, fJ E Sn are disjoint and rxfJ = 1, then rx = 1 = fJ· 

1.10. If rx, fJ E Sn are disjoint, prove that (rxfJ)k = rx k fJk for all k ;::: O. Is this true if rx and 
fJ are not disjoint? (Define rx O = 1, rx 1 = rx, and, if k ;::: 2, define rx k to be the 
composite of rx with itself k times.) 

1.11. Show that a power of a cycle need not be a cycle. 

1.12. (i) Let rx = (io i1 ... i,-d be an r-cycle. For every j, k ;::: 0, prove that rxk(i) = 
ik +j if subscripts are read modulo r. 

(ii) Prove that if rx is an r-cycle, then rx' = 1, but that rx k i=- 1 for every positive 

integer k < r. 
(iii) If rx = fJd32 ... Pm is a product of disjoint recycles fJi' then the smallest posi­

tive integer I with rx l = 1 is the least common multiple of h, r2, ... , rm}· 

1.13. (i) A permutation rx E Sn is regular if either rx has no fixed points and it is the 
product of disjoint cycles of the same length or rx = 1. Prove that rx is 
regular if and only if rx is a power of an n-cycle fJ; that is, rx = pm for 
some m. (Hint: if rx = (a 1 a2 ... ad(b1 b2 .. · bd··· (Zl Z2'" zd, where there are 
m letters a, b, ... , z, then let fJ = (a 1 b1 •• . z 1 a2b2 ... Z2 ... akbk' .. Zk)') 

(ii) If rx is an n-cycle, then rx k is a product of (n, k) disjoint cycles, each of length 
n/(n, k). (Recall that (n, k) denotes the gcd of nand k.) 

(iii) If p is a prime, then every power of a p-cyc1e is either a p-cycle or 1. 
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1.14. (i) Let IX = py in Sn, where p and yare disjoint. If p moves i, then IXk(i) = Pk(i) 
for all k ;::: O. 

(ii) Let IX and fJ be cycles in Sn (we do not assume that they have the same 
length). If there is i1 moved by both IX and fJ and if IXk(i1) = fJk(id for all 
positive integers k, then IX = fJ· 

Factorization into Disjoint Cycles 

Let us factor a = mto a pro uct 0 1sJomt cyc es. ( 1 2 3 4 5 6 7 8 9) . d f d' . . I 
641 253 897 

Now a(l) = 6, and so a begins (1 6; as a(6) = 3, a continues (1 6 3; since 
a(3) = 1, the parentheses close, and a begins (1 6 3). The smallest integer not 
having appeared is 2; write (1 6 3)(2, and then (1 6 3)(2 4; continuing in 
this way, we ultimately arrive at the factorization (which is a product of 
disjoint cycles) 

a = (1 6 3)(2 4)(5)(7 8 9). 

Theorem 1.1. Every permutation a E Sn is either a cycle or a product of disjoint 
cycles. 

Proof. The proof is by induction on the number k of points moved by a. The 
base step k = 0 is true, for then a is the identity, which is a I-cycle. If k > 0, 
let i1 be a point moved by a. Define i2 = a(i1), i3 = a(i2)' ... , i,+1 = a(i,), 
where r is the smallest integer for which i,+1 E {i1, i2, i3'"'' q (the list iI' i2, 
i 3 , ••• , ik , ••• cannot go on forever without a repetition because there are only 
n possible values). We claim that a(i,) = il . Otherwise, a(i,) = ij for some 
j ;?: 2; but a(ij _ l ) = ij , and this contradicts the hypothesis that a is an injec­
tion. Let (J be the r-cycle (il i2 i3 ... i,). If r = n, then a is the cycle (J. If 
r < nand Y consists of the remaining n - r points, then a(Y) = Y and (J fixes 
the points in Y. Now (JI {i1, i2, ... , i,} = al {i1, i2, ... , q. If a' is the permuta­
tion with a'i Y = al Y and which fixes {iI' i2, ... , q, then (J and a' are disjoint 
and a = (Ja'. Since a' moves fewer points than does a, the inductive hypothe­
sis shows that a', and hence a, is a product of disjoint cycles. • 

One often suppresses all I-cycles, if any, from this factorization of a, for 
I-cycles equal the identity permutation. On the other hand, it is sometimes 
convenient to display all of them. 

Definition. A complete factorization of a permutation a is a factorization of a 
as a product of disjoint cycles which contains one I-cycle (i) for every i fixed 
bya. 

In a complete factorization of a permutation a, every i between 1 and n 
occurs in exactly one of the cycles. 
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Theorem 1.2. Let ex E Sn and let ex = P1 ... p, be a complete factorization into 
disjoint cycles. This factorization is unique except for the order in which the 
factors occur. 

Proof. Disjoint cycles commute, by Exercise 1.8, so that the order of the 
factors in a complete factorization is not uniquely determined; however, we 
shall see that the factors themselves are uniquely determined. Since there is 
exactly one 1-cycle (i) for every i fixed by IX, it suffices to prove uniqueness of 
the cycles of length at least 2. Suppose IX = Y1 ... Ys is a second complete 
factorization into disjoint cycles. If p, moves i1, then P,k(i1) = IXk(i1) for all k, 
by Exercise 1.14(i). Now some Yj must move i 1 ; since disjoint cycles commute, 
we may assume that Yj = Ys' But y:(id = exk(i1) for all k, and so Exercise 
1.14(ii) gives Pt = Ys' The cancellation law, Exercise 1.6, gives Pl'" P'-l = 
Y1 ... Ys-l' and the proof is completed by an induction on max {s, t}. • 

EXERCISES 

1.15. Let rx be the permutation of {I, 2, ... , 9} defined by rx(i) = 10 - i. Write rx as a 
product of disjoint cycles. 

1.16. Let p be a prime and let rx E Sn. If rx P = 1, then either rx = 1, rx is a p-cycle, or rx is 
a product of disjoint p-cycles. In particular, if rx 2 = 1, then either rx = 1, rx is a 
transposition, or rx is a product of disjoint transpositions. 

1.17. How many rx E Sn are there with rx 2 = I? (Hint. (i j) = (j i) and (i j)(k I) = 
(k l)(i j).) 

1.18. Give an example of permutations rx, /3, and y in S5 with rx commuting with {3, 
with {3 commuting with Y, but with rx not commuting with y. 

Even and Odd Permutations 

There is another factorization of permutations that is useful. 

Theorem 1.3. Every permutation IX E S. is a product of transpositions. 

Proof. By Theorem 1.1, it suffices to factor cycles, and 

(1 2 ... r) = (1 r)(1 r - 1) ... (1 2). • 

Every permutation can thus be realized as a sequence of interchanges. 
Such a factorization is not as nice as the factorization into disjoint cycles. 
First of all, the transpositions occurring need not commute: (1 3)(1 2) = 
(1 2 3) and (1 2)(1 3) = (1 3 2); second, neither the factors nor the number 
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of factors are uniquely determined; for example, 

(1 2 3) = (1 3)(1 2) = (2 3)(1 3) 

= (1 3)(4 2)(1 2)(1 4) 

= (1 3)(4 2)(1 2)(1 4)(2 3)(2 3). 

Is there any uniqueness at all in such a factorization? We now prove that the 
parity of the number of factors is the same for all factorizations of a permuta­
tion IX: that is, the number of transpositions is always even (as suggested by 
the above factorizations of IX = (1 2 3)) or is always odd. 

Definition. A permutation IX E S is even if it is a product of an even number of 
transpositions; otherwise, IX is odd. 

It is easy to see that IX = (1 2 3) is even, for there is a factorization 
IX = (1 3)(1 2) into two transpositions. On the other hand, we do not know 
whether there are any odd permutations IX at all; if IX is a product of an 
odd number of transpositions, perhaps it also has another factorization as a 
product of an even number of transpositions. The definition of odd permuta­
tion IX, after all, says that there is no factorization of IX into an even number of 
transpositions. 

Lemma 1.4. If k, 1 ~ 0, then 

(a b)(a C1 •.. Ck b d1 ... d1) = (a C1 ... ck)(b d1 ... d1) 

and 

Proof. The left side sends aHc1 HC1 ; Ci HCi+1 HCi+1 if i < k; ckHbHa; 
b H d1 H d1; dj H dj +1 H dj +1 if j < 1; d1 H a H b. Similar evaluation of the 
right side shows that both permutations are equal. For the second equation, 
just multiply both sides of the first equation by (a b) on the left. • 

Definition. If IX E Sn and IX = 131 ... 131 is a complete factorization into disjoint 
cycles, then signum IX is defined by 

sgn(lX) = (-1rl. 

By Theorem 1.2, sgn is a well defined function (see Appendix III). If, is a 
transposition, then it moves two numbers, say, i and j, and fixes each of the 
n - 2 other numbers; therefore, t = (n - 2) + 1 = n - 1, and so 

sgn(,) = (-1r(n-1) = -1. 

Lemma 1.5. If 13 E Sn and, is a transposition, then 

sgn(,f3) = -sgn(f3). 



Even and Odd Permutations 9 

Proof. Let 't = (a b) and let f3 = Y1 ... YI be a complete factorization of f3 into 
disjoint cycles (there is one 1-cycle for each i fixed by f3, and every number 
between 1 and n occurs in a unique y). If a and b occur in the same y, say, in 
Y1' then Y1 = (a C1 ... Ck b d1 ... d,), where k ;;::: 0 and 1;;::: o. By Lemma 1.4, 

'tY1 = (a C1 .•. ck)(b d1 ... d,), 

and so 'tf3 = ('tydY2 ... YI is a complete factorization with an extra cycle ('tY1 
splits into two disjoint cycles). Therefore, sgn('tf3) = ( _1)n-(/+1) = - sgn(f3). 
The other possibility is that a and b occur in different cycles, say, Y1 = 
(a C1 ... cd and Y2 = (b d1 ••• d,), where k ;;::: 0 and 1;;::: O. But now 'tf3 = 

('tY1 Y2)Y3 ... YI' and Lemma 1.4 gives 

'tY1Y2 = (a c1 ••• Ck b d1 ... d,). 

Therefore, the complete factorization of'tf3 has one fewer cycle than does f3, 
and so sgn('tf3) = (-lr(/-1) = -sgn(f3). • 

Theorem 1.6. For all ac, f3 E S., 

sgn(acf3) = sgn(ac) sgn(f3). 

Proof. Assume that ac E S. is given and that ac = 't 1 ... 'tm is a factorization of 
ac into transpositions with m minimal. We prove, by induction on m, that 
sgn(acf3) = sgn(ac) sgn(f3) for every f3 E S •. The base step is precisely Lemma 
1.5. If m > 1, then the factorization 't2 ... 'tm is also minimal: if 't2 .. · 'tm = 
CT1 ••• CTq with each CTj a transposition and q < m - 1, then the factorization 
ac = 't 1 CT 1 ... CTq violates the minimality of m. Therefore, 

sgn(acf3) = sgn('t1 ... 'tm f3) = -sgn('t2··· 'tm f3) (Lemma 1.5) 

Theorem 1.7. 

= - sgn('t2··· 'tm) sgn(f3) 

= sgn('t 1··· 'tm) sgn(f3) 

= sgn(ac) sgn(f3). • 

(by induction) 

(by Lemma 1.5) 

(i) A permutation ac E S. is even if and only if sgn(ac) = 1. 
(ii) A permutation ac is odd if and only if it is a product of an odd number of 

transpositions. 

Proof. (i) We have seen that sgn(r) = -1 for every transposition 't. Therefore, 
if ac = 't 1 ... 'tq is a factorization of ac into transpositions, then Theorem 1.6 gives 
sgn(ac) = sgn('t d ... sgn('tq ) = (-l)q. Thus, sgn(ac) = 1 if and only if q is even. 
If ac is even, then there exists a factorization with q even, and so sgn(ac) = 1. 
Conversely, if 1 = sgn(ac) = (-l)q, then q is even and hence ac is even. 

(ii) If ac is odd, then it has no factorization into an even number of transpo­
sitions, and so it must be a product of an odd number of them. Conversely, if 
ac = 't1 ... 'tq with q odd, then sgn(ac) = (-l)q = -1; by (i), ac is not even, and 
hence ac is odd. • 



10 1. Groups and Homomorphisms 

EXERCISES 

1.19. Show that an r-cycle is an even permutation if and only if r is odd. 

( 1 2 3 4 5 6 7 8 9) 
1.20. Compute sgn(lX) for IX = 9 8 7 6 5 4 3 2 1 . 

1.21. Show that Sn has the same number of even permutations as of odd permuta­
tions. (Hint. If T = (1 2), consider the function f: Sn --> Sn defined by f(lX) = TIX.) 

1.22. Let IX, f3 E Sn. If IX and f3 have the same parity, then 1Xf3 is even; if IX and f3 have 
distinct parity, then rxf3 is odd. 

Semigroups 

We are now going to abstract certain features of Sx· 

Definition. A (binary) operation on a nonempty set G is a function 
JI,: G x G --+ G. 

An operation JI, assigns to each ordered pair (a, h) of elements of G a third 
element of G, namely, JI,(a, h). In practice, JI, is regarded as a "multiplication" 
of elements of G, and, instead of JI,(a, b), more suggestive notations are used, 
such as ab, a + b, a 0 b, or a * b. In this first chapter, we shall use the star 
notation a * b. 

It is quite possible that a * band b * a are distinct elements of G. For 
example, we have already seen that (1 2)(1 3)"# (1 3)(1 2) in G = S3. 

The Law of Substitution (if a = a' and b = b', then a * h = a' * h') is just the 
statement that JI, is a well defined function: since (a, b) = (a', b'), it follows that 
JI,(a, b) = JI,(a', b'); that is, a * b = a' * b'. 

One cannot develop a theory in this rarefied atmosphere; conditions on the 
operation are needed to obtain interesting results (and to capture the essence 
of composition in Sx). How can we multiply three elements of G? Given (not 
necessarily distinct) elements al , a2, a3 E G, the expression al * a2 * a3 is am­
biguous. Since we can * only two elements of G at a time, there is a choice: 
form al * a2 first, and then * this new element of G with a3 to get (al * a2) * a3; 
or, form al * (a2 * a3 ). In general, these two elements of G may be different. 
For example, let G = -Z, the set of all integers (positive, negative, and zero), 
and let the operation be subtraction: a * b = a - b; any choice of integers 
a, b, c with c "# 0 gives an example with (a - b) - c "# a - (b - c). 

Definition. An operation * on a set G is associative if 

for every a, b, c E G. 
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Exercise 1.3 shows that multiplication in Sx is associative. Associativity 
allows one to multiply every ordered triple of elements in G unambiguously; 
parentheses are unnecessary, and there is no confusion in writing a * b * c. If 
we are confronted by four elements of G, or, more generally, by a finite 
number of elements of G, must we postulate more intricate associativity 
axioms to avoid parentheses? 

Consider the elements of G that can be obtained from an expression 
a l * a2 * ... * an· Choose two adjacent a's, multiply them, and obtain an ex­
pression with only n - 1 factors in it: the product just formed and n - 2 
original factors. In this new expression, choose two adjacent factors (either an 
original pair or an original ai adjacent to the new product from the first step) 
and multiply them. Repeat this procedure until there is an expression with 
only two factors; multiply them and obtain an element of G. Let us illustrate 
this process with the expression a * b * c * d. We may first multiply a * b, 
arriving at (a * b) * c * d, an expression with three factors, namely, a * b, c, 
and d. Now choose either the pair c, d or the pair a * b, c; in either case, 
multiply the chosen pair, and obtain the shorter expressions (a * b) * (c * d) or 
[(a * b) * c] * d. Each of these last two expressions involves only two factors 
which can be multiplied to give an element of G. Other ways to evaluate the 
original expression begin by forming b * c or c * d as the first step. It is not 
obvious whether all the elements arising from a given expression are equal. 

Definition. An expression a l * a2 * ... * an needs no parentheses if, no matter 
what choices of multiplications of adjacent factors are made, the resulting 
elements of G are all equal. 

Theorem 1.8 (Generalized Associativity). If * is an associative operation on a 

set G, then every expression a l * a2 * ... * an needs no parentheses. 

Proof. The proof is by induction on n ~ 3. The base step n = 3 holds because 
* is associative. If n ~ 3, consider two elements obtained from an expression 
al * a2 * ... * an after two series of choices: 

(1) (al * ... * ai) * (ai+1 * ... * an) and (a1 * ... * aj) * (aj+l * ... * an) 

(the choices yield a sequence of shorter expressions, and the ~are~th~ses 
indicate ultimate expressions of length 2). We may assume that I ~ J. Smce 
each of the four expressions in parentheses has fewer than n factors, the 
inductive hypothesis says that each of them needs no parentheses. If i = j, it 
follows that the two products in (1) are equal. If i < j, then rewrite the first 
expression as 

(2) 

and rewrite the second expression as 

(3) 
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By induction, each of the expressions a1 * ... * ai' ai+1 * ... * aj , and aj +1 * ... * an 
yield (uniquely defined) elements A, B, and C of G, respectively. Since (2) is 
the expression A * (B * C) and (3) is the expression (A * B) * C, associativity 
says that both these expressions give the same element of G. • 

Definition. A semi group (G, *) is a nonempty set G equipped with an associa­
tive operation *. 

Usually, one says "Let G be a semigroup ... ," displaying the set G, but 
tacitly assuming that the operation * is known. The reader must realize, 
however, that there are many possible operations on a set making it a semi­
group. For example, the set of all positive integers is a semigroup under 
either of the operations of ordinary addition or ordinary multiplication. 

Definition. Let G be a semigroup and let a E G. Define a1 = a and, for 
n :2: 1, define an+1 = a * an. 

Corollary 1.9. Let G be a semigroup, let a E G, and let m and n be positive 
integers. Then am * an = am+n = an * am and (am)n = amn = (an)m. 

Proof. Both sides of the first (or second) equations arise from an expression 
having m + n (or mn) factors all equal to a. But these expressions need no 
parentheses, by Theorem 1.8. • 

The notation an obviously comes from the special case when * is multipli­
cation; an = aa ... a (n times). When the operation is denoted by +, it is more 
natural to denote a * a * ... * a = a + a + ... + a by na. In this additive nota­
tion, Corollary 1.9 becomes ma + na = (m + n)a and (mn)a = m(na). 

Groups 

The most important semigroups are groups. 

Definition. A group is a semigroup G containing an element e such that: 

(i) e * a = a = a * e for all a E G; 
(ii) for every a E G, there is an element bEG with 

a*b = e = b*a. 

Exercises 1.1, 1.2, and 1.3 show that Sx is a group with composition as 
operation; it is called the symmetric group on X. When X = {I, 2, ... , n}, 
then Sx is denoted by Sn and it is called the symmetric group on n letters. 
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Definition. A pair of elements a and b in a semigroup commutes if a * b = 
b * a. A group (or a semigroup) is abelian if every pair of its elements 
commutes. 

It is easy to see, for all n ~ 3, that Sn is not abelian. 
There are many interesting examples of groups; we mention only a few 

of them now. 
The set 7l.. of all integers (positive, negative, and zero) is an abelian group 

with ordinary addition as operation: a * b = a + b; e = 0; - a + a = O. Some 
other additive abelian groups are the rational numbers (I), the real numbers 
IR, and the complex numbers C. Indeed, every ring is an additive abelian 
group (it is only a semigroup with 1 under multiplication). 

Recall that if n ~ 2 and a and b are integers, then a == b mod n 
(pronounced: a is congruent to b modulo n) means that n is a divisor of a-b. 
Denote the congruence class of an integer a mod n by [aJ; that is, 

[aJ = {b E 7l..: b == a mod n} 

= {a + kn: k E 7l..}. 

The set 7l..n of all the congruence classes mod n is called the integers modulo 
n; it is an abelian group when equipped with the operation: [aJ + [bJ = 
[a + bJ; here e = [OJ and [ -aJ + [a] = [0] (71..n is even a commutative ring 
when "one" is [1] and multiplication is defined by [a] [b] = [ab]). The reader 
should prove that these operations are well defined: if [a'] = [a] and [b'J = 
[bJ, that is, if a' == a mod nand b' == b mod n, then [a' + b'] = [a + b] and 
[a'b'] = [ab]. 

If k is a field, then the set of all n x n nonsingular matrices with entries in 
k is a group, denoted by GL(n, k), called the general linear group: here the 
operation is matrix multiplication, e is the identity matrix E, and if A -1 is the 
inverse of the matrix A, then AA -1 = E = A -1 A. If n ~ 2, then GL(n, k) is not 
abelian; if n = 1, then GL(1, k) is abelian: it is the multiplicative group k X of 
all the nonzero elements in k. 

If R is an associative ring (we insist that R has an element 1), then an 
element u is a unit in R if there exists v E R with uv = 1 = vu. If a is a unit, so 
that ab = 1 = ba for some b E R, then it is easy to see that ua is also a unit in 
R (with inverse bv) and that U(R), the group of units in R, is a multiplicative 
group. If R is a field k, then U(k) = kX. If R is the ring of all n x n matrices 
over a field k, then U(R) = GL(n, k). 

Theorem 1.10. If G is a group, there is a unique element e with e * a = a = a * e 
for all a E G. Moreover, for each aE G, there is a unique bEG with a * b = e = 
b*a. 

Proof. Suppose that e' * a = a = a * e' for all a E G. In particular, if a = e, 
then e' * e = e. On the other hand, the defining property of e gives e' * e = e', 
and so e' = e. 
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Suppose that a*c=e=c*a. Then c=c*e=c*(a*b)=(c*a)*b= 
e * b = b, as desired. • 

As a result of the uniqueness assertions of the theorem, we may now give 
names to e and to b. We call e the identity of G and, if a * b = e = b * a, then 
we call b the inverse of a and denote it by a-I. 

Corollary 1.11. If G is a group and a E G, then 

(a- l t l = a. 

Proof. By definition, (a- l )-1 is that element 9 E G with a-I * 9 = e = 9 * a-I. 
But a is such an element, and so the uniqueness gives 9 = a. • 

Definition. If G is a group and a E G, define the powers of a as follows: if n is 
a positive integer, then an is defined as in any semigroup; define aO = e; define 
a-n = (a-lt· 

Even though the list of axioms defining a group is short, it is worthwhile 
to make it even shorter so it will be as easy as possible to verify that a 
particular example is, in fact, a group. 

Theorem 1.12. If G is a semigroup with an element e such that: 

(i') e * a = a for all a E G; and 
(ii') for each a E G there is an element bEG with b * a = e, then G is a group. 

Proof. We claim that if x * x = x in G, then x = e. There is an element Y E G 
with y*x = e, and y*(x*x) = y*x = e. On the other hand, y*(x*x) = 
(y*x)*x = e*x = x. Therefore, x = e. 

Ifb*a = e, let us show that a*b = e. Now (a*b)*(a*b) = a* [(b*a)*b] 
= a * [e * b] = a * b, and so our claim gives a * b = e. (Observe that we have 
used associativity for an expression having four factors.) 

If a E G, we must show that a * e = a. Choose bEG with b * a = e = a * b 
(using our just finished calculation). Then a * e = a * (b * a) = (a * b) * a = 
e * a = a, as desired. • 

EXERCISES 

1.23. If G is a group and a l , a2 , ••• , an E G, then 

(al * a2 * ... * an)-l = a;;l * a;;!l * ... * ail. 

Conclude that if n ~ 0, then (a-1)n = (anrl. 

1.24. Let a l' a2' ... ,an be elements of an abelian semigroup. If b1, b2 , ••. , bn is a 
rearrangement of the a;, then 
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1.25. Let a and b lie in a semigroup G. If a and b commute, then (a * b)n = an * bn for 
every n 2 1; if G is a group, then this equation holds for every n E 7l.. 

1.26. A group in which x2 = e for every x must be abelian. 

1.27. (i) Let G be a finite abelian group containing no elements a # e with a2 = e. 
Evaluate al * a2 * ... * an' where ai' a2, ... , an is a list with no repetitions, of 
all the elements of G. 

(ii) Prove Wilson's theorem: If p is prime, then 

(p - I)! == -1 modp. 

(Hint. The nonzero elements of 7l.p form a multiplicative group.) 

1.28. (i) If IX = (1 2 ... r - 1 r), then IX-I = (r r - 1 ... 2 1). 

... . (1 2 3 4 5 6 7 8 9) 
(11) Fmd the mverse of 6 4 1 2 5 3 8 9 7 . 

1.29. Show that IX: 7l.11 -> 7l. 11 , defined by IX(X) = 4x2 - 3x7 , is a permutation of 7l. lb 
and write it as a product of disjoint cycles. What is the parity of (1.? What is IX-I? 

1.30. Let G be a group, let a E G, and let m, n E 7l. be (possibly negative) integers. 
Prove that am * an = am+n = an * am and (am)" = amn = (an)m. 

1.31. Let G be a group, let a E G, and let m and n be relatively prime integers. If 
am = e, show that there exists bEG with a = bn. (Hint. There are integers sand 
t with 1 = sm + tn.) 

1.32 (Cancellation Laws). In a group G, either of the equations a * b = a * c and 
b * a = c * a implies b = c. 

1.33. Let G be a group and let a E G. 
(i) For each a E G, prove that the functions La: G -> G, defined by x H a * x 

(called left translation by a), and Ra: G -> G, defined by x H X * a-I (called 
right translation by a), are bijections. 

(ii) For all a, bEG, prove that La•b = La 0 Lb and Ra•b = Ra 0 Rb. 
(iii) For all a and b, prove that La 0 Rb = Rb 0 La. 

1.34. Let G denote the multiplicative group of positive rationals. What is the identity 
of G? If a E G, what is its inverse? 

1.35. Let n be a positive integer and let G be the multiplicative group of all nth roots 
of unity; that is, G consists of all complex numbers of the form e2nik/n, where 
k E 7l.. What is the identity of G? If a E G, what is its inverse? How many 
elements does G have? 

1.36. Prove that the following four permutations form a group V (which is called the 
4-group): 

1· , (1 2)(3 4); (1 3)(2 4); (1 4)(2 3). 

1.37. Let IR = IR u {(f)}, and define 1/0 = 00, 1/00 = 0, 00/00 = 1, and 1 - 00 = 
00 = 00 - 1. Show that the six functions IR -> IR, given by x, l/x, 1 - x, 
1/(1 - x), x/(x - 1), (x - l)jx, form a group with composition as operation. 
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Homomorphisms 

Let G be a finite group with n elements ai' a2, ... , an. A multiplication table 
for G is the n x n matrix with i, j entry ai * a/ 

G at a2 an 

at at *at at * az at * an 
a2 az * at a2 * az az * an 

an an* at an * a2 an * an 

Informally, we say that we "know" a finite group G if we can write a multipli­
cation table for it. Notice that we say "a" multiplication table and not "the" 
multiplication table, for a table depends on the particular ordering ai' a2' ... , 
an of the elements of G. (One may also speak of multiplication tables of 
infinite groups, but in this case, of course, the matrices are infinite.) It is 
customary to list the identity e first so that the first row (and first column) 
display the elements in the order they occur on a chosen list. 

Let us now consider two almost trivial examples of groups. Let G be the 
group whose elements are the numbers 1 and - 1, with operation multiplica­
tion; let H be the additive group 7L 2 • Compare multiplication tables of these 
two groups: 

F:1 -1 

1 1-1 
-1 -1 1 

H [OJ [IJ 

[OJ [OJ [IJ 
[IJ [IJ [OJ 

It is quite clear that G and H are distinct groups; on the other hand, it is 
equally clear that there is no significant difference between them. Let us make 
this idea precise. 

Definition. Let (G, *) and (H,o) be groups.3 A function f: G ..... H IS a 
homomorphism if, for all a, bEG, 

f(a * b) = f(a) 0 f(b). 

An isomorphism is a homomorphism that is also a bijection. We say that Gis 
isomorphic to H, denoted by G ~ H, if there exists an isomorphism f: G ..... H. 

The two-element groups G and H, whose multiplication tables are given 
above, are isomorphic: define f: G ..... H by f(l) = [0] and f( -1) = [1]. 

3 This definition also applies to semigroups. 
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Let f: G -+ H be an isomorphism, and let a1 , a2 , ••• , a" be a list, with no 
repetitions, of all the elements of G. Since f is a bijection, every element of H 
occurs exactly once on the list f(ad, f(a 2 ), •.. , f(a"), and so this list can be 
used to form a multiplication table for H. That f is a homomorphism, that is, 
f(a; * aj) = f(a;) 0 f(aj), says that if we superimpose the multiplication table 
of G onto that of H, then the tables "match." In this sense, isomorphic groups 
G and H have the "same" multiplication tables. Informally, one regards G 
and H as being essentially the same, the only distinction being that G is 
written in English and H is written in French; an isomorphism f is a 
dictionary which translates one to the other. 

Two basic problems occurring in mathematics are: classification of all 
systems of a given type (e.g., groups, semigroups, vector spaces, topological 
spaces); classification of all the "maps" or transformations from one such 
system into another. By a classification of systems, we mean a way to distin­
guish different systems or, what is the same thing, a way to tell when two 
systems are essentially the same (isomorphic). For example, finite-dimen­
sional vector spaces over a field k are classified by the theorem that two such 
are isomorphic if and only if they have the same dimension. One can even 
classify all the maps (linear transformations) between vector spaces; they give 
rise to similarity classes of matrices which are classified by canonical forms. 
The same two problems arise in Group Theory: when are two groups 
isomorphic; describe all the homomorphisms from one group to another. 
Both of these problems are impossibly hard, but partial answers are known 
and are very useful. 

Theorem 1.13. Let f: (G, *) -+ (G', 0) be a homomorphism. 

(i) f(e) = e', where e' is the identity in G'. 
(ii) If a E G, then f(a- 1 ) = f(ar 1• 

(iii) If a E G and n E 71., then f(a") = f(a)". 

Proof. (i) Applying f to the equation e = e * e gives f(e) = f(e * e) = 
f(e) 0 f(e). Now multiply each side of the equation by f(e)-l to obtain e' = 

f(e). 
(ii) Applyingfto the equations a * a-I = e = a-I * a gives f(a) 0 f(a- I) = 

e' = f(a- I) 0 f(a). It follows from Theorem 1.10, the uniqueness of the in­
verse, that f(a- I) = f(a) -I. 

(iii) An easy induction proves f(a") = f(a)" for all n ~ 0, and then f(a-") = 

f«a- 1 )") = f(a- 1 )" = f(ar"· • 

Here are some examples. Theorem 1.6 shows that sgn: S" -+ { ± I} is a 
homomorphism; the function v: 71. -+ 71.", defined by v(a) = [a], is a homo­
morphism; if k X denotes the multiplicative group of nonzero elements of a 
field k, then determinant is a homomorphism det: GL(n, k) -+ kX. 
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EXERCISES 

1.38. (i) Write a multiplication table for S3' 
(ii) Show that S3 is isomorphic to the group of Exercise 1.37. (Hint. The ele­

ments in the latter group permute {O, 1, 00 }.) 

1.39. Let f: X -> Y be a bijection between sets X and Y. Show that 00-> f 0 IX 0 f- l 

is an isomorphism Sx -> Sy. 

1.40. Isomorphic groups have the same number of elements. Prove that the converse 
is false by showing that 1:4 is not isomorphic to the 4-group V defined in 
Exercise 1.36. 

1.41. If isomorphic groups are regarded as being the same, prove, for each positive 
integer n, that there are only finitely many distinct groups with exactly n 
elements. 

1.42. Let G = {Xl' ... , X.} be a set equipped with an operation *, let A = [aiJ be its 
multiplication table (i.e., aij = Xi * Xj), and assume that G has a (two-sided) iden­
tity e (that is, e * X = X = X * e for all x E G). 

(i) Show that * is commutative if and only if A is a symmetric matrix. 
(ii) Show that every element x E G has a (two-sided) inverse (i.e., there is x' E G 

with x * x' = e = x' * x) if and only if the multiplication table A is a Latin 
square; that is, no x EGis repeated in any row or column (equivalently, 
every row and every column of A is a permutation of G.) 

(iii) Assume that e = Xl, so that the first row of A has ali = Xi' Show that the 
first column of A has ail = xil for all i if and only if au = e for all i. 

(iv) With the multiplication table as in (iii), show that * is associative if and only 
if aijajk = aik for all i,j, k. 

1.43. (i) If f: G -> Hand g: H -> K are homomorphisms, then so is the composite 
g of: G->K. 

(ii) If f: G -> H is an isomorphism, then its inverse f- l : H -> G is also an 
isomorphism. 

(iii) If~ is a class of groups, show that the relation of isomorphism is an equiva­
lence relation on rc. 

1.44. Let G be a group, let X be a set, and let f: G -> X be a bijection. Show that there 
is a unique operation on X so that X is a group and f is an isomorphism. 

1.45. If k is a field, denote the columns of the n x n identity matrix E by el' ... , e •. A 
permutation matrix P over k is a matrix obtained from E by permuting its 
columns; that is, the columns of Pare ed' ••• , ea. for some IX E S •. Prove that the 
set of all permutation matrices over k is a group isomorphic to S •. (Hint. The 
inverse of P is its transpose P" which is also a permutation matrix.) 

1.46. Let T denote the circle group: the multiplicative group of all complex numbers 
of absolute value 1. For a fixed real number y, show that fy: III -> T, given 
by f,(x) = eiyX, is a homomorphism. (The functions fy are the only continuous 
homomorphisms III -> T.) 

1.47. If a is a fixed element of a group G, define 'l'a: G -> G by 'l'a(x) = a * x * a-l ('l'a is 
called conjugation by a). 
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(i) Prove that Y. is an isomorphism. 
(ii) If a, bEG, prove that Y.Yb = y •• b.4 
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1.48. If G denotes the multiplicative group of all complex nth roots of unity (see 
Exercise 1.35), then G ~ 71.0 ' 

1.49. Describe all the homomorphisms from 71.12 to itself. Which of these are 
isomorphisms? 

1.50. (i) Prove that a group G is abelian if and only if the function f: G -+ G, defined 
by f(a) = a-I, is a homomorphism. 

(ii) Let f: G -+ G be an isomorphism from a finite group G to itself. If f has no 
nontrivial fixed points (i.e., f(x) = x implies x = e) and if f 0 f is the identity 
function, then f(x) = X-I for all x E G and G is abelian. (Hint. Prove that 
every element of G has the form x * f(X)-I.) 

1.51 (Kaplansky). An element a in a ring R has a left quasi-inverse if there exists an 
element b E R with a + b - ba = O. Prove that if every element in a ring R 
except 1 has a left quasi-inverse, then R is a division ring. (Hint. Show that 
R - {1} is a group under the operation a 0 b = a + b - ba.) 

1.52. (i) If G is the multiplicative group of all positive real numbers, show that 
log: G -+ (IR, +) is an isomorphism. (Hint: Find a function inverse t6 log.) 

(ii) Let G be the additive group of 71.[x] (all polynomials with integer coeffi­
cients) and let H be the multiplicative group of all positive rational numbers. 
Prove that G ~ H. (Hint. Use the Fundamental Theorem of Arithmetic.) 

Having solved Exercise 1.52, the reader may wish to reconsider the ques­
tion when one "knows" a group. It may seem reasonable that one knows a 
group if one knows its multiplication table. But addition tables of :lEx] and 
of H are certainly well known (as are those of the multiplicative group of 
positive reals and the additive group of all reals), and it was probably a 
surprise that these groups are essentially the same. As an alternative answer 
to the question, we suggest that a group G is "known" if it can be determined, 
given any other group H, whether or not G and H are isomorphic. 

4 It is easy to see that 15.: G .... G, defined by t5.(x) = a-I * x * a, is also an isomorphism; however, 
t5a t5. = 15 •• a' Since we denote the value of a function f by f(x), that is, the symbol f is on the left, 
the isomorphisms Ya are more natural for us than the t5a• On the other hand, if one denotes t5.(x) 
by x a, then one has put the function symbol on the right, and the t5a are more convenient: 
xa'. = (xat, Indeed, many group theorists nowadays put all their function symbols on the right! 



CHAPTER 2 

The Isomorphism Theorems 

We now drop the * notation for the operation in a group. Henceforth, we 
shall write ab instead of a * b, and we shall denote the identity element by 1 
instead of bye. 

Subgroups 

Definition. A nonempty subset S of a group G is a subgroup of G if s E G 
implies S-l E G and s, t E G imply st E G. 

If X is a subset of a group G, we write X c G; if X is a subgroup of G, we 
write X:::;; G. 

Theorem 2.1. If S :::;; G (i.e., if S is a subgroup of G), then S is a group in its own 
right. 

Proof. The hypothesis "s, t E Simply st E S" shows that S is equipped with 
an operation (if p,: G x G -+ G is the given multiplication in G, then its restric­
tion p,IS x S has its image contained in S). Since S is nonempty, it contains 
an element, say, s, and the definition of subgroup says that S-l E S; hence, 
1 = SS-l E S. Finally, the operation on S is associative because a(bc) = (ab)c 
for every a, b, c E G implies, in particular, that a(bc) = (ab)c for every 
a, b, c E S. • 

Verifying associativity is the most tedious part of showing that a given set 
G equipped with a multiplication is actually a group. Therefore, if G is given 
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as a subset of a group G*, then it is much simpler to show that G is a 
subgroup of G* than to verify all the group axioms for G. For example, the 
four permutations of the 4-group V form a group because they constitute a 
subgroup of S4. 

Theorem 2.2. A subset S of a group G is a subgroup if and only if 1 E Sand 
s, t E Simply SCl E S. 

Proof. If s E S, then 1s-1 = S-1 E S, and if s, t E S, then S(Cl )-1 = st E S. The 
converse is also easy. • 

Definition. If G is a group and a E G, then the cyclic subgroup generated by a, 
denoted by (a), is the set of all the powers of a. A group G is called cyclic if 
there is a E G with G = (a); that is, G consists of all the powers of a. 

It is plain that (a) is, indeed, a subgroup of G. Notice that different ele­
ments can generate the same cyclic subgroup. For example, (a) = (a-I). 

Definition. If G is a group and a E G, then the order of a is 1 (a) I, the number 
of elements in (a). 

Theorem 2.3. If G is a group and a E G has finite order m, then m is the smallest 
positive integer such that am = 1. 

Proof. If a = 1, then m = 1. If a #- 1, there is an integer k > 1 so that 1, a, 
a2 , .•• , ak - 1 are distinct elements of G while ak = a i for some i with 0 ~ i ~ 
k - 1. We claim that ak = 1 = aD. If ak = ai for some i;;::: 1, then k - i ~ 
k - 1 and ak - i = 1, contradicting the original list 1, a, a2 , ••• , ak - 1 having no 
repetitions. It follows that k is the smallest positive integer with ak = 1. 

It now suffices to prove that k = m; that is, that (a) = {1, a, a2 , ••• , ak - 1 }. 

Clearly (a) :::> {l, a, a2, .•. , ak- 1 }. For the reverse inclusion, let a l be a power 
of a. By the division algorithm, 1= qk + r, where 0 ~ r < k. Hence, al = 
aqk+r = aqkar = ar (because ak = 1), and so a l = ar E {1, a, a2 , ••• , ak- 1 }. • 

If IX E Sn is written as a product of disjoint cycles, say, IX = Ih ... Pt, where Pi 
is an ri-cycle for every i, then Exercise 1.12(iii) shows that the order of IX is 

1cm{rl' ... , rt }· 

Corollary 2.4. If G is a finite group, then a nonempty subset S of G is a 

subgroup if and only if s, t E Simply st E S. 

Proof. Necessity is obvious. For sufficiency, we must show that s E S im­
plies S-1 E S. It follows easily by induction that S contains all the powers of s. 
Since G is finite, s has finite order, say, m. Therefore, 1 = sm E Sand S-1 = 

sm-l E S. • 
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EXAMPLE 2.1. If G is a group, then G itself and {I} are always subgroups (we 
shall henceforth denote the subgroup {I} by 1). Any subgroup H other than 
G is called proper, and we denote this by H < G; the subgroup 1 is often 
called the trivial subgroup. 

EXAMPLE 2.2. Let f: G ---+ H be a homomorphism, and define 

kernelf = {a E G:f(a) = I} 

and 
image f = {h E H: h = f(a) for some a E G}. 

Then K = kernel f is a subgroup of G and image f is a subgroup of H. To see 
that K ~ G, note first that f(l) = 1, so that 1 E K. Also, if s, t E K, then 
f(s) = 1 = f(t), and so f(sC 1 ) = f(s)f(tt 1 = 1; hence sC1 E K, and so K is a 
subgroup of G. It is equally easy to see that image f is a subgroup of H. 

Notation. We usually write kerf instead of kernel f and imf instead of 
image f. 

We have been using multiplicative notation, but it is worth writing the 
definition of subgroup in additive notation as well. If G is an additive group, 
then a nonempty subset S of G is a subgroup of G if s E S implies - s E Sand 
s, t E Simply s + t E S. Theorem 2.2 says that S is a subgroup if and only if 
o E Sand s, t E Simply s - t E S. 

Theorem 2.5. The intersection of any family of subgroups of a group G is 
again a subgroup of G. 

Proof. Let {Si: i E I} be a family of subgroups of G. Now 1 E Si for every i, and 
so 1 E n Si' If a, bEn Si, then a, b E Si for every i, and so ab- 1 E Si for every 
i; hence, ab- 1 E n Si, and n Si ~ G. • 

Corollary 2.6. If X is a subset of a group G, then there is a smallest subgroup 
H of G containing X; that is, if XeS and S ~ G, then H ~ S. 

Proof. There are subgroups of G containing X; for example, G itself contains 
X; define H as the intersection of all the subgroups of G which contain X. 
Note that H is a subgroup, by Theorem 2.5, and X c H. If S ~ G and XeS, 
then S is one of the subgroups of G being intersected to form H; hence, 
H ~ S, and so H is the smallest such subgroup. • 

Definition. If X is a subset of a group G, then the smallest subgroup of G 
containing X, denoted by (X), is called the subgroup generated by X. One 
also says that X generates (X). 

In particular, if Hand K are subgroups of G, then the subgroup (H u K) 
is denoted by H v K. 
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If X consists of a single element a, then (X) = (a), the cyclic subgroup 
generated by a. If X is a finite set, say, X = {a l , a2' ... , an} then we write 
(X) = (a l , a2' ... , an) instead of (X) = ({alo a2' ... , an}). 

Here is a description of the elements in (X). 

Definition. If X is a nonempty subset of a group G, then a word on X is an 
element W E G of the form 

where Xi E X, ei = ± 1, and n ~ 1. 

Theorem 2.7. Let X be a subset of a group G. If X = 0, then (X) = 1; if X 
is nonempty, then (X) is the set of all the words on X. 

Proof. If X = 0, then the subgroup 1 = {I} contains X, and so (X) = 1. If 
X is nonempty, let W denote the set of all the words on X. It is easy to see 
that W is a subgroup of G containing X: 1 = x1l Xl E W; the inverse of a 
word is a word; the product of two words is a word. Since (X) is the smallest 
subgroup containing X, we have (X) c W. The reverse inclusion also holds, 
for every subgroup H containing X must contain every word on X. There­
fore, W ~ H, and W is the smallest subgroup containing X. • 

EXERCISES 

2.1. Show that An' the set of all even permutations in S., is a subgroup with n!/2 
elements. (An is called the alternating group on n letters.) (Hint. Exercise 1.21.) 

2.2. If k is a field, show that SL(n, k), the set of all n x n matrices over k having 
determinant 1, is a subgroup of GL(n, k). (SL(n, k) is called the special linear 
group over k.) 

2.3. The set theoretic union of two subgroups is a subgroup if and only if one is 
contained in the other. Is this true if we replace "two subgroups" by "three 
subgroups"? 

2.4. Let S be a proper subgroup of G. If G - S is the complement of S, prove that 
(G - S) = G. 

2.5. Let f: G -+ Hand g: G -+ H be homomorphisms, and let 

K = {a E G: f(a) = g(a)}. 

Must K be a subgroup of G? 

2.6. Suppose that X is a nonempty subset of a set Y. Show that Sx can be imbedded in 
Sf; that is, Sx is isomorphic to a subgroup of Sf' 

2.7. If n > 2, then An is generated by all the 3-cycles. (Hint. (ij)(jk) = (ijk) and (ij)(kl) = 
(ijk) (jkl).) 

2.8. Imbed Sn as a subgroup of A.+2 , but show, for n ~ 2, that S. cannot be imbedded 

in A.+1' 
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2.9. (i) Prove that 8n can be generated by (1 2), (1 3), ... , (1 n). 
(ii) Prove that 8n can be generated by (1 2), (2 3), ... , (i i + 1), ... , (n - 1, n). 
(iii) Prove that 8n can be generated by the two elements (1 2) and (1 2 ... n). 
(iv) Prove that 84 cannot be generated by (1 3) and (1 2 3 4). (Thus, 84 can be 

generated by a transposition and a 4-cyc1e, but not every choice of transpo­
sition and 4-cyc1e gives a generating set.) 

Lagrange's Theorem 

Definition. If S is a subgroup of G and if t E G, then a right coset of S in G is 
the subset of G 

St = {st: s E S} 

(a left coset is tS = {ts: s E S}). One calls t a representative of St (and also 
of tS). 

EXAMPLE 2.3. Let G be the additive group of the plane 1R2: the elements of G 
are vectors (x, y), and addition is given by the "parallelogram law": (x, y) + 
(x', y') = (x + x', y + y'). A line t through the origin is the set of all scalar 
multiples of some nonzero vector v = (xo, Yo); that is, t = {rv: r E IR}. It is 
easy to see that t is a subgroup of G. If u = (a, b) is a vector, then the coset 
u + t is easily seen to be the line parallel to t which contains u. 

EXAMPLE 2.4. If G is the additive group 7L of all integers, if S is the set of all 
multiples of an integer n (S = (n), the cyclic subgroup generated by n), and if 
a E lL, then the coset a + S = {a + qn: q E lL} = {k E lL: k == a mod n}; that is, 
the coset a + (n) is precisely the congruence class [a] of a mod n. 

EXAMPLE 2.5. Let G = S3 and let H = (r) = {1, .}, where. = (1 2). The right 
cosets of H in G are 

H = {1, .}; H(1 2 3) = {(1 2 3), (2 3)}; 

H(1 3 2) = {(1 3 2), (1 3)}. 

The left cosets of H in G are 

H = {1, .}; (1 2 3)H = {(1 2 3), (1 3)}; 

(1 3 2)H = {(1 3 2), (2 3)}. 

Notice that distinct right cosets are disjoint (as are distinct left cosets), just as 
in the example of parallel lines. Notice also that right cosets and left cosets 
can be distinct; for example, (1 2 3)H -# H(1 2 3); indeed, (1 2 3)H is not 
equal to any right coset of H in G. 

A right coset St has many representatives; every element of the form st 
for s E S is a representative of St. The next lemma gives a criterion for 
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determining whether two right co sets of S are the same when a representative 
of each is known. 

Lemma 2.8. If S :-;::; G, then Sa = Sb if and only if ab- 1 E S (as = bS if and only 
ifb-1 aES). 

Proof. If Sa = Sb, then a = 1a E Sa = Sb, and so there is s E S with a = sb' 
-1 , 

hence, ab = s E S. Conversely, assume that ab- 1 = rr E S; hence, a = rrb. 
To prove that Sa = Sb, we prove two inclusions. If x E Sa, then x = sa for 
some s E S, and so x = srrb E Sb; similarly, if y E Sb, then y = s'b for some 
s' E S, and y = s' rr-1 a E Sa. Therefore, Sa = Sb. • 

Theorem 2.9. If S :-;::; G, then any two right (or any two left) co sets of Sin G are 
either identical or disjoint. 

Proof. We show that if there exists an element x E Sa n Sb, then Sa = Sb. 
Such an x has the form sb = x = ta, where s, t E S. Hence, ab- 1 = t- 1 s E S, 
and so the lemma gives Sa = Sb. • 

Theorem 2.9 may be paraphrased to say that the right cosets of a subgroup 
S comprise a partition of G (each such coset is nonempty, and G is their 
disjoint union). This being true, there must be an equivalence relation on G 
lurking somewhere in the background: it is given, for a, bEG, by a == b if 
ab- 1 E S, and its equivalence classes are the right co sets of S. 

Theorem 2.10. If S :-;::; G, then the number of right eosets of S in G is equal to 
the number of left eosets of S in G. 

Proof. We give a bijection f: q{ --+ .P, where q{ is the family of right cosets of 
S in G and .P is the family of left co sets. If Sa E fJl, your first guess is to define 
f(Sa) = as, but this does not work. Your second guess is to define f(Sa) = 
a-1 S, and this does work. It must be verified that f is well defined; that is, if 
Sa = Sb, then a-1 S = b-1 S (this is why the first guess is incorrect). It is rou­
tine to prove that f is a bijection. • 

Definition. If S :-;::; G, then the index of S in G, denoted by [G: S], is the 
number of right co sets of Sin G. 

Theorem 2.10 shows that there is no need to define a right index and a left 
index, for the number of right co sets is equal to the number ofleft cosets. 

It is a remarkable theorem of P. Hall (1935) that in a finite group G, one 
can always (as above) choose a common system of representatives for the right 
and left cosets of a subgroup S; if [G: S] = n, there exist elements t 1 , ••• , tn E 

G so that t 1 S, ... , tnS is the family of all left co sets and St 1 , ••• , Stn is the 
family of all right cosets. 
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Definition. If G is a group, then the order of G, denoted by I GI, is the number 

of elements in G. 

The next theorem was inspired by work of Lagrange (1770), but it was 
probably first proved by Galois. 

Theorem 2.11 (Lagrange). If G is a finite group and S :s; G, then lSI divides IGI 
and [G: S] = IGI/ISI. 

Proof. By Theorem 2.9, G is partitioned into its right cosets 

G = St1 U St2 u··· u St., 

and so I GI = :2:7=1 1St;!. But it is easy to see that /;: S -+ Sti , defined by /;(s) = 
sti , is a bijection, and so 1St;! = lSI for all i. Thus IGI = niSI, where n = 

[G: S]. • 

Corollary 2.12. If G is a finite group and a E G. Then the order of a divides I G I· 

Proof. By definition, the order of a is l<a)l, and so the result follows at once 
from Lagrange's theorem. • 

Definition. A group G has exponent n if x' = 1 for all x E G. 

Remark. Some people use the term "exponent" to mean the smallest possible 
n such that x' = 1 for all x E G. For us, the 4-group V has exponent 4 as well 
as exponent 2. 

Lagrange's theorem shows that a finite group G of order n has exponent n. 

Corollary 2.13. If p is a prime and IGI = p, then G is a cyclic group. 

Proof. Take a E G with a =f. 1. Then the cyclic subgroup <a) has more than 
one element (it contains a and 1), and its order l<a)1 > 1 is a divisor of p. 
Since p is prime, l<a)1 = p = IGI, and so <a) = G. • 

Corollary 2.14 (Fermat). If p is a prime and a is an integer, then aP == a mod p. 

Proof. Let G = U(Zp), the multiplicative group of nonzero elements of Zp; 
since p is prime, Zp is a field and G is a group of order p - 1. 

Recall that for integers a and b, one has a == b mod p if and only if [a] = 
[b] in Zp. If a E Z and [a] = [0] in Zp, then it is clear that [aJP = [0] = [al 
If [a] =f. [0], then [a] E G and so [a]p-1 = [1], by Corollary 2.12; multiplying 
by [a] now gives the desired result. • 
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EXERCISES 

2.10. If G is a finite group and K :5: H :5: G, then 

[G: KJ = [G: HJ [H : KJ. 
2.11. Let a E G have order n = mk, where m, k ~ 1. Prove that ak has order m. 

2.12. (i) Prove that every group G of order 4 is isomorphic to either 14 or the 
4-group V. 

(ii) If G is a group with IGI :5: 5, then G is abelian. 

2.13. If a E G has order nand k is an integer with ak = 1, then n divides k. Indeed, 
{k E 1: ak = 1} consists of all the multiplies of n. 

2.l4. If a E G has finite order and f: G ..... H is a homomorphism, then the order of 
f(a) divides the order of a. 

2.15. Prove that a group G of even order has an odd number of elements of order 2 
(in particular, it has at least one such element). (Hint. If a E G does not have 
order 2, then a -# a-I.) 

2.16. If H :5: G has index 2, then a2 E H for every a E G. 

2.17. (i) If a, bEG commute and if am = 1 = bn, then (aW = 1, where k = lcm{m, n}. 
(The order of ab may be smaller than k; for example, take b = a-I.) Con­
clude that if a and b commute and have finite order, then ab also has finite 
order. 

(ii) Let G = GL(2, Q) and let A, BEG be given by 

A - [0 -01J and B - [0 1J - 1 - -1 -1 . 

Show that A4 = E = B 3 , but that AB has infinite order. 

2.l8. Prove that every subgroup of a cyclic group is cyclic. (Hint. Use the division 
algorithm.) 

2.l9. Prove that two cyclic groups are isomorphic if and only if they have the same 
order. 

Definition. The Euler rp-function is defined as follows: 

cp(l) = 1; ifn> 1, then cp(n) = I{k: 1:s; k < nand (k, n) = 1}1. 

2.20. If G = <a) is cyclic of order n, then ak is also a generator of G if and only if 
(k, n) = 1. Conclude that the number of generators of Gis cp(n). 

2.21. (i) Let G = <a) have order rs, where (r, s) = 1. Show that there are unique 
b, e E G with b of order r, e of order s, and a = be. 

(ii) Use part (i) to prove that if (r, s) = 1, then cp(rs) = cp(r)cp(s). 

2.22. (i) If p is prime, then cp(l) = pk - pH = pk(l - lip). 
(ii) If the distinct prime divisors of n are PI' ... , PI' then 

cp(n) = n(l - 1Ipd··· (l - lip,)· 

2.23 (Euler). If (r, s) = 1, then s",(r) == 1 mod r. (Hint. The order of the group of units 
U(1n) is cp(n).) 
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Cyclic Groups 

Lemma 2.15. If G is a cyclic group of order n, then there exists a unique 
subgroup of order d for every divisor d of n. 

Proof. If G = (a), then (an/d) is a subgroup of order d, by Exercise 2.1l. 
Assume that S = (b) is a subgroup of order d (S must be cyclic, by Exercise 
2.18). Now bd = 1; moreover, b = am for some m. By Exercise 2.13, md = nk 
for some integer k, and b = am = (an/dt Therefore, (b) ~ (an/d), and this 
inclusion is equality because both subgroups have order d. • 

Theorem 2.16. If n is a positive integer, then 

n = L <p(d), 
din 

where the sum is over all divisors d of n with 1 ~ d ~ n. 

Proof. If C is a cyclic subgroup of a group G, let gen(C} denote the set of all 
its generators. It is clear that G is the disjoint union 

G = Ugen(C}, 

where C ranges over all the cyclic subgroups of G. We have just seen, when 
G is cyclic of order n, that there is a unique cyclic subgroup Cd of order d for 
every divisor d of n. Therefore, n = IGI = Ldlnlgen(Cd)l. In Exercise 2.20, 
however, we saw that I gen(Cd) I = <p(d); the result follows. • 

We now characterize finite cyclic groups. 

Theorem 2.17. A group G of order n is cyclic if and only if, for each divisor d of 
n, there is at most one cyclic subgroup of G having order d. 

Proof. If G is cyclic, then the result is Lemma 2.15. For the converse, recall 
from the previous proof that G is the disjoint union U gen(C}, where C 
ranges over all the cyclic subgroups of G. Hence, n = I G I = L I gen( C} I ~ 
Ldln <p(d) = n, by Theorem 2.16. We conclude that G must have a cyclic sub­
group of order d for every divisor d of n; in particular, G has a cyclic sub­
group of order d = n, and so G is cyclic. • 

Observe that the condition in Theorem 2.17 is satisfied if, for every divisor 
d of n, there are at most d solutions x E G of the equation xd = 1 (two cyclic 
subgroups of order d would contain more than d solutions). 

Theorem 2.1S. 

(i) If F is a field and if G is a finite subgroup of F x , the multiplicative group 
of nonzero elements of F, then G is cyclic. 

(ii) If F is a finite field, then its multiplicative group F x is cyclic. 
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Proof. If IGI = n and if a E G satisfies ad = 1, where din, then a is a root in F 
of the polynomial x d - 1 E F[x]. Since a polynomial of degree d over a field 
has at most d roots, our observation above shows that the hypothesis of 
Theorem 2.17 is satisfied. Statement (ii) follows at once from (i). • 

When F is finite, the proof does not construct a generator of F x. Indeed, 
no algorithm is known which displays a generator of Z; for all primes p. 

Theorem 2.19. Let p be a prime. A group G of order pn is cyclic if and only if it 
is an abelian group having a unique subgroup of order p. 

Proof. Necessity follows at once from Lemma 2.15. For the converse, let 
a E G have largest order, say pk (it follows that gpk = 1 for all g E G). Of 
course, the unique subgroup H of order p is a subgroup of (a). If (a) is a 
proper subgroup of G, then there is x E G with x ¢ (a) but with x P E (a); let 
x P = al. If k = 1, then x P = 1 and x E H :::;; (a), a contradiction; we may, 
therefore, assume that k > 1. Now 

so that 1 = pm for some integer m, by Exercise 2.13. Hence, x P = amp, and so 
1 = x-Pamp. Since G is abelian, x-Pamp = (x-lam)P, and so x-lam E H :::;; (a). 
This gives x E <a), a contradiction. Therefore, G = <a) and hence is cyclic . 

• 
EXERCISE 

2.24. Let G = (A, B) ~ GL(2, IC), where 

A = [~ ~J and 

Show that G is a nonabelian group (so G is not cyclic) of order 8 having a unique 
subgroup of order 2. (See Theorem 4.22.) 

Normal Subgroups 

This brief section introduces the fundamental notion of normal subgroups. 
We begin with a construction which generalizes that of cosets. 

Definition. If Sand Tare nonempty subsets of a group G, then 

ST = {st: s E Sand t E T}. 

If S :::;; G, t E G, and T = {t}, then ST is the right coset St. Notice that the 
family of all the nonempty subsets of G is a semigroup under this operation: 
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if S, T, and U are nonempty subsets of G, then (ST) U = S(TU), for either side 
consists of all the elements of G of the form (st)u = s(tu) with s E S, t E T, and 
UE U. 

Theorem 2.20 (Product Formula). If Sand T are subgroups of a finite group 
G, then 

ISTIIS n TI = lSI I n 
Remark. The subset ST need not be a subgroup. 

Proof. Define a function cp: S x T --+ ST by (s, t) H st. Since cp is a surjection, 
it suffices to show that if x E ST, then Icp-1(x)1 = IS n n We show that 
cp-1(X) = {(sd,d-1t): dES n T}. It is clear that cp-1(X) contains the right side. 
For the reverse inclusion, let (s, t), (a, f) E cp-1(X); that is, s, a E S, t, f E T, 
and st = x = af. Thus, s-la = tf-1 E S n T; let d = s-la = tf-1 denote their 
common value. Then a = S(S-l a) = sd and d-1t = felt = f, as desired. • 

There is one kind of subgroup that is especially interesting because it is 
intimately related to homomorphisms. 

Definition. A subgroup K :::;; G is a normal subgroup, denoted by K <J G, if 
gKg-1 = K for every g E G. 

If K :::;; G and there are inclusions gKg-1 :::;; K for every g E G, then K <J G: 
replacing g by g-l, we have the inclusion g-l Kg :::;; K, and this gives the 
reverse inclusion K :::;; gKg-1. 

The kernel K of a homomorphism f: G --+ H is a normal subgroup: if 
a E K, then f(a) = 1; if g E G, then f(gag- 1) = f(g)f(a)f(gf1 = f(g)f(gf1 = 
1, and so gag-1 E K. Hence, gKg-1 :::;; K for all g E G, and so K <J G. Con­
versely, we shall see later that every normal subgroup is the kernel of some 
homomorphism. 

In Example 2.5, we saw that if H is the cyclic subgroup of S3 generated by 
the transposition f = (1 2), then there are right co sets of H which are not left 
cosets. When K is normal, then every left coset of K in G is a right coset. 
Indeed, a subgroup K of G is normal in G if and only if Kg = gK for every 
g E G, for associativity of the multiplication of nonempty subsets gives K = 
(Kg)g-l = gKg-1. In terms of elements, this says that there is a partial 
commutativity when K <J G: if g E G and k E K, then there exists k' E K with 
ak = k' a. It may not be true that g commutes with every element of K. For 
example, the reader should check that the cyclic subgroup K of S3 generated 
by the 3-cycle (1 2 3) is a normal subgroup. It follows that (1 2)K = K(1 2) 
even though (1 2) does not commute with (1 2 3). 

Normal subgroups are also related to conjugations Ya: G --+ G, where 
Ya(x) = axa-1 (see Exercise 2.34 below). 
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Definition. If x E G, then a conjugate of x in G is an element of the form axa- 1 

for some a E G; equivalently, x and yare conjugate if y = Ya(x) for some 
aE G. 

For example, if k is a field, then matrices A and Bin GL(n, k) are conjugate 
if and only if they are similar. 

EXERCISES 

2.25. If S is a subgroup of G, then SS = S; conversely, show that if S is a finite 
nonempty subset of G with SS = S, then S is a subgroup. Give an example to 
show that the converse may be false when S is infinite. 

2.26. Let {S;: i E I} be a family of subgroups of a group G, let {Sit;: i E I} be a family 
of right co sets, and let D = n S;. Prove that either n Sit; = 0 or n Sit; = Dg 
for some g. 

2.27. If Sand T are (not necessarily distinct) subgroups of G, then an (S-T)-double 
coset is a subset of G of the form SgT, where 9 E G. Prove that the family of all 
(S- T)-double cosets partitions G. (Hint. Define an equivalence relation on G by 
a == b if b = sat for some s E Sand t E T.) 

2.28. Let S, T ::::; G, where G is a finite group, and suppose that G is the disjoint union 
n 

G = U Sg;T. 
i=l 

Prove that [G: T] = I7=1 [S: S n g; Tgil]. (Note that Lagrange's theorem is 
the special case of this when T = 1.) 

2.29 (i) (H. B. Mann). Let G be a finite group, and let Sand T be (not necessarily 
distinct) nonempty subsets. Prove that either G = ST or I GI ~ lSI + In 

(ii) Prove that every element in a finite field F is a sum of two squares. 

2.30. If S ::::; G and [G: S] = 2, then S <l G. 

2.31. If G is abelian, then every subgroup of G is normal. The converse is false: show 
that the group of order 8 in Exercise 2.24 (the quaternions) is a counterexample. 

2.32. If H ::::; G, then H <l G if and only if, for all x, y E G, xy E H if and only if yx E H. 

2.33. If K ::::; H ::::; G and K <l G, then K <l H. 

2.34. A subgroup S of G is normal if and only if s E S implies that every conjugate of 
s is also in S. Conclude that if S ::::; G, then S <l G if and only if y(S) ::::; S for every 
conjugation y. 

2.35. Prove that SL(n, k) <l GL(n, k) for every n ~ 1 and every field k. 

2.36. Prove that An <l Sn for every n. 

2.37. (i) The intersection of any family of normal subgroups of a group G is itself a 
normal subgroup of G. Conclude that if X is a subset of G, then there is a 
smallest normal subgroup of G which contains X; it is called the normal 
subgroup generated by X (or the normal closure of X; it is often denoted by 
<X>G). 
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(ii) If X = 0, then (X)G = 1. If X =1= 0, then (X)G is the set of all words on 
the conjugates of elements in X. 

(iii) If gxg- 1 E X for all x E X and g E G, then (X) = (X)G <l G. 

2.38. If Hand K are normal subgroups of G, then H v K <l G. 

2.39. Prove that if a normal subgroup H of G has index n, then g" E H for all g E G. 
Give an example to show this may be false when H is not normal. 

Quotient Groups 

The construction of the quotient group (or factor group) GIN in the next 
theorem is of fundamental importance. 

We have already seen that if X and Yare nonempty subsets of a group G, 
then their product 

XY= {xy:xEXandYE Y} 

defines an associative operation on the family of all nonempty subsets of G. 
If H is a subgroup of G, then the family of all right cosets of H in G need not 
be closed under this operation. In Example 2.5, we looked at the right cosets 
of H = «1 2» in S3' The product of right cosets 

H(1 2 3)H(1 3 2) = {I, (2 3), (1 2), (1 2 3)} 

is not a right coset of H, for it has four elements while right cosets of H have 
two elements. In the proof of the next theorem, we shall see that if H is a 
normal subgroup, then the product of two right co sets of H is also a right 
coset of H. 

Theorem 2.21. If N <l G, then the cosets of N in G form a group, denoted by 
GIN, of order [G : N]. 

Proof. To define a group, one needs a set and an operation. The set here is 
the family of all co sets of N in G (notice that we need not bother with the 
adjectives "left" and "right" because N is a normal subgroup). As operation, 
we propose the multiplication of nonempty subsets of G defined earlier. We 
have already observed that this operation is associative. Now 

NaNb = Na(a-1Na)b (because N is normal) 

= N(aa-1)Nab = NNab = Nab (because N ~ G). 

Thus, NaNb = Nab, and so the product of two cosets is a coset. We let the 
reader prove that the identity is the coset N = N 1 and that the inverse of N a 
is N(a- 1). This group is denoted by GIN, and the definition of index gives 
IGINI = [G: N]. • 
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Corollary 2.22. If N <l G, then the natural map (i.e., the function v: G -+ GIN 
defined by v(a) = Na) is a surjective homomorphism with kernel N. 

Proof. The equation v(a)v(b) = v(ab) is just the formula NaNb = Nab; hence, 
v is a homomorphism. If Na E GIN, then Na = v(a), and so v is surjective. 
Finally, v(a) = N a = N if and only if a E N, by Lemma 2.8, so that N = ker v . 

• 
We have now shown that every normal subgroup is the kernel of some 

homomorphism. Different homomorphisms can have the same kernel. For 
example, if a = (1 2) and b = (1 3), then Ya' Yb: S3 -+ S3 are distinct and 
ker Ya = 1 = ker Yb' 

The quotient group construction is a generalization of the construction of 
71..n from 71... Recall that if n is a fixed integer, then [a], the congruence class of 
a mod n, is the coset a + (n). Now (n) <l 71.., because 71.. is abelian, and the 
quotient group 71../(n) has elements all co sets a + (n), where a E 71.., and oper­
ation (a + (n») + (b + (n») = a + b + (n); in congruence class notation, 
[a] + [b] = [a + b]. Therefore, the quotient group 71../(n) is equal to 71..n , the 
group of integers modulo n. An arbitrary quotient group GIN is often called 
G mod N because of this example. 

Definition. If a, bEG, the commutator1 of a and b, denoted by [a, b], is 

[a, b] = aba-1b-1• 

The commutator subgroup (or derived subgroup) of G, denoted by G', is the 
subgroup of G generated by all the commutators. 

We shall see, in Exercise 2.43 below, that the subset of all commutators 
need not be a subgroup (the product of two commutators need not be a 
commutator). 

Theorem 2.23. The commutator subgroup G' is a normal subgroup of G. More­
over, if H <l G, then GIH is abelian if and only if G' ::s; H. 

Proof. Iff: G -+ G is a homomorphism, then f(G') ::s; G' because f([a, b]) = 

[fa, fb]. It follows from Exercise 2.34 that G' <l G. . 
Let H <l G. If GIH is abelian, then HaHb = HbHa for all a, bEG; that IS, 

Hab = Hba, and so ab(barl = aba-1b-1 = [a, b] E H. By Corollary 2.6, G' ::s; 
H. Conversely, suppose that G' ::s; H. For every a, bEG, ab(ba)-l = [a, b] E 

G' < H and so Hab = Hba; that is, GIH is abelian. • - , 

1 Those who write conjugates as b-1ab write commutators as a-1b-1ab. 
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EXERCISES 

2.40. Let H <J G, let v: G ..... G/H be the natural map, and let X c G be a subset such 
that v(X) generates G/H. Prove that G = (H u X). 

2.41. Let G be a finite group of odd order, and let x be the product of all the elements 
of G in some order. Prove that x E G'. 

2.42 (P. Yff). For any group G, show that G' is the subset of all "long commutators": 

G' { -1 -1 -1. G d > 2} = al a2 ••• anal a2 ••. an . ai E an n - . 

(Hint (P.M. Weichsel). 

(aba-lb- l )(cdc-ld-l ) = a(ba- l )b-1c(dc-l )d-la-l(ab-l )bc-l(crl )d.) 

2.43. The fact that the set of all commutators in a group need not be a subgroup is an 
old result; the following example is due to P.I. Cassidy (1979). 

(i) Let k[x, y] denote the ring of all polynomials in two variables over a field 
k, and let k[x] and k[y] denote the subrings of all polynomials in x and in 
y, respectively. Define G to be the set of all matrices of the form 

[
1 J(x) h(x, y)] 

A = ° 1 g(y) , 

° ° 1 
where J(x) E k[x], g(y) E key], and h(x, y) E k[x, y]. Prove that G is a 
multiplicative group and that G' consists of all those matrices for which 
J(x) = ° = g(y). (Hint. If A is denoted by (f, g, h), then (f, g, h)(f', g', h') = 

(f + 1', g + g', h + h' + Jg'). If h = h(x, y) = I aijxiyi, then 

(0,0, h) = n [(auxi, 0, 0), (0, yi, 0)].) 
i,j 

(ii) If (0,0, h) is a commutator, then there are polynomials J(x), J'(x) E k[x] 
and g(y), g'(y) E key] with h(x, y) = J(x)g'(y) - J'(x)g(y). 

(iii) Show that h(x, y) = x2 + xy + y2 does not possess a decomposition as 
in part (ii), and conclude that (0, 0, h) E G' is not a commutator. (Hint. If 
J(x) = I bix i and J'(x) = I CiX i, then there are equations 

bog'(y) - cog(y) = y2, 

blg'(y) - clg(y) = y, 

b2 g'(y) - c2 g(y) = 1. 

Considering k[x, y] as a vector space over k, one obtains the contradiction 
that the independent set {1, y, y2} is in the subspace spanned by {g, g'}.) 

Remark. With a little ring theory, one can modify this construction to 
give a finite example. If k = 7l. p and k[x, y] is replaced by its quotient ring 
k[x, y]/I, where I is the ideal generated by {x3, y3, x 2y, xi}, then the cor­
responding group G has order p12. Using the computer language CAYLEY 
(now called MAGMA), I found that the smallest group in which the prod­
uct of two commutators is not a commutator has order 96. There are 
exactly two such groups: in CAYLEY notation, they are library g96n197 
and library g96n201; in each of these groups, the commutator subgroup has 
order 32 while there are only 29 commutators. 
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There is an explicit example in [Carmichael, p. 39] of a group G :::;; S16 

(generated by eight permutations) with IGI = 256, IG'I = 16, and with a 
specific element of G' which is not a commutator. 

The Isomorphism Theorems 

There are three theorems, formulated by E. Noether, describing the relation­
ship between quotient groups, normal subgroups, and homomorphisms. A 
testimony to the elementary character of these theorems is that analogues of 
them are true for most types of algebraic systems, e.g., groups, semigroups, 
rings, vector spaces, modules, operator groups. 

Theorem 2.24 (First Isomorphism Theorem). Let f: G -+ H be a homomor­
phism with kernel K. Then K is a normal subgroup of G and G/K ~ im f. 

Proof. We have already noted that K <J G. Define cp: G/K -+ H by 

cp(Ka) = f(a). 

To see that cp is well defined, assume that Ka = Kb; that is, ab-1 E K. Then 
1 = f(ab- 1 ) = f(a)f(bf\ and f(a) = f(b); it follows that cp(Ka) = cp(Kb), as 
desired. Now cp is a homomorphism: 

cp(KaKb) = cp(Kab) = f(ab) = f(a)f(b) = cp(Ka)cp(Kb). 

It is plain that im cp = imf. Finally, we show that cp is an injection. If cp(Ka) = 

cp(Kb), then f(a) = f(b); hence f(ab- 1) = 1, ab-1 E K, and Ka = Kb (note 
that cp being an injection is the converse of cp being well defined). We have 
shown that cp is an isomorphism. • 

It follows that there is no significant difference between a quotient group 
and a homomorphic image. 

If v: G -+ G/K is the natural map, then the following "commutative dia­
gram" (i.e., f = cp 0 v) with surjection v and injection cp describes the theorem: 

G~H 

\ ;: 
G/K 

It is easy to describe cp -1: im f -+ G/ K: if x E im f, then there exists a E G 
with f(a) = x, and cp-l(X) = Ka. The reader should check that cp-l is well 
defined; that is, if f(b) = x, then Ka = Kb. 

Given a homomorphism f, one must always salivate, like Pavlov's dog, by 
asking for its kernel and image; once these are known, there is a norm~l 
subgroup and f can be converted into an isomorphism. Let us illustrate thIS 
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by solving Exercise 2.19: If G = <g) and H = <h) are cyclic groups of order 
n, then G ~ H. Define a homomorphism f: lL. --+ G by f(k) = gk. It is easy to 
see thatfis a surjection, while Exercise 2.13 shows that ker f = <n). The first 
isomorphism theorem gives lL.I<n) ~ G. Similarly, lL.I<n) ~ H, and so G ~ H. 
Since lL.I<n) = lL.n , every cyclic group of order n is isomorphic to lL.n • 

Lemma 2.25. If Sand T are subgroups of G and if one of them is normal, then 
ST= S v T= TS. 

Proof. Recall that ST is just the set of all products of the form st, where s E S 
and t E T; hence ST and TS are subsets of S v T containing S u T. If ST and 
TS are subgroups, then the reverse inclusion will follow from Corollary 2.6. 
Assume that T <I G. If Slt1 and S2t2 EST, then 

(sltd(S2t2t1 = Sl t1t2"l s2"1 

= Sl (s2"l S2)t1 t2"l s2"l 

= Sl S2"l t3 

= (SlS2"1)t3 EST, 

where t3 = S2(t1 t2"l )s2"l E T because T <I G. Therefore, ST = S v T. A simi­
lar proof shows that TS is a subgroup, and so TS = S v T = ST. • 

Suppose that S ::s; H ::s; G are subgroups with S <I G. Then S <I H and the 
quotient HIS is defined; it is the subgroup of GIS consisting of all those co sets 
Sh with h E H. In particular, if S <I G and T is any subgroup of G, then 
S ::s; ST ::s; G and STIS is the subgroup of GIS consisting of all those cosets 
Sst, where st E ST. Since Sst = St, it follows that STIS consists precisely of all 
those cosets of S having a representative in T. 

Recall the product formula (Theorem 2.20): If S, T::s; G, then I STII S!l TI = 
ISII TI; equivalently, I TI/IS!l TI = ISTI/ISI. This suggests the following 
theorem. 

Theorem 2.26 (Second Isomorphism Theorem). Let Nand T be subgroups of 
G with N normal. Then N!l T is normal in T and TI(N!l T) ~ NTIN. 

Remark. The following diagram is a mnemonic for this theorem: 
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Proof. Let v: G --+ G/N be the natural map, and let Vi = vi T, the restriction of 
v to T. Since Vi is a homomorphism whose kernel is N 1\ T, Theorem 2.24 
gives N 1\ T <J T and T/(N 1\ T) ~ im Vi. Our remarks above show that im Vi 

is just the family of all those cosets of N having a representative in T; that is, 
im Vi consists of all the co sets in NT/N. • 

Theorem 2.27 (Third Isomorphism Theorem). Let K ::::; H ::::; G, where both K 
and H are normal subgroups of G. Then H/K is a normal subgroup of G/K and 

(G/K)/(H/K) ~ G/H. 

Proof. Again we let the first isomorphism theorem do the dirty work. Define 
f: G/K --+ G/H by f(Ka) = Ha (this "enlargement of coset" map f is well 
defined because K ::::; H). The reader may check easily that f is a surjection 
with kernel H/K. • 

Imagine trying to prove the third isomorphism theorem directly; the ele­
ments of (G/K)/(H/K) are cosets whose representatives are cosets! 

EXERCISES 

2.44. Prove that a homomorphism f: G ---+ H is an injection if and only if ker f = 1. 

2.45. (i) Show that the 4-group V is a normal subgroup of S4' (We shall do this more 
efficiently in the next chapter.) 

(ii) If K = < (1 2)(3 4), show that K <1 V but that K is not a normal subgroup 
of S4' Conclude that normality need not be transitive; that is, K <1 Hand 
H <1 G need not imply K <1 G. 

2.46. Let N <1 G and let f: G ---+ H be a homomorphism whose kernel contains N. 
Show that f induces a homomorphism f*: G/N ---+ H by f*(Na) = f(a). 

2.47. If S, T ~ G, then ST is a subgroup of G if and only if ST = TS. 

2.48 (Modular Law). Let A, B, and C be subgroups of G with A ~ B. If A n C = 

B n C and AC = BC (we do not assume that either AC or BC is a subgroup), 

then A = B. 

2.49 (Dedekind Law). Let H, K, and L be subgroups of G with H ~ L. Then 
HK n L = H(K n L) (we do not assume that either HK or H(K n L) is a sub-

group). 

2.50. Let f: G ---+ G* be a homomorphism and let S* be a subgroup of G*. Then 
r 1 (S*) = {x E G: f(x) E S*} is a subgroup of G containing ker f. 

Correspondence Theorem 

The theorem in this section should be called the fourth isomorphism theo­
rem. Let X and X* be sets. A function f: X --+ X* induces a "forward 
motion" and a "backward motion" between subsets of X and subsets of X*. 
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The forward motion assigns to each subset SeX the subset f(S) = 
{f(s): s E S} of X*; the backward motion assigns to each subset S* of X* the 
subsetf-1 (S*) = {x E X: f(x) E S*} of X. Moreover, iffis a surjection, these 
motions define a bijection between all the subsets of X* and certain subsets 
of X. The following theorem is the group-theoretic version of this. 

Theorem 2.28 (Correspondence Theorem). Let K <J G and let v: G --+ GjK be 
the natural map. Then S H v(S) = SjK is a bijection from the family of all 
those subgroups S of G which contain K to the family of all the subgroups 
of GjK. 

Moreover, if we denote SjK by S*, then: 

(i) T:::; S if and only if T* :::; S*, and then [S : T] = [S* : T*]; and 
(ii) T <J S if and only if T* <J S*, and then SjT ~ S*jT*. 

Remark. A mnemonic diagram for this theorem is: 

/G~ 
S GjK 

/~/ 
T SjK = S* 

/~/ 
K TjK = T* 

~/ 
1 

Proof. We show first that S H SjK is an injection: if Sand T are subgroups 
containing K, and if SjK = TjK, then S = T. To see this, let s E S; since 
SjK = TjK, there exists t E T with Ks = Kt. Hence, s = kt for some k E K :::; 
T and SET. The reverse inclusion is proved similarly. To see that the corre­
spondence S H SjK is a surjection, we must show that if A :::; GjK, then 
there is a subgroup S of G containing K with A = SjK. By Exercise 2.50, 
S = v-1(A) is a subgroup of G containing K; moreover, that v is a surjection2 

implies that SjK = v(S) = vv- 1 (A) = A. 
It is plain that if K :::; T:::; S, then TjK :::; SjK. To prove that [S: T] = 

[S* : T*], it suffices to show that there is a bijection from the family of all 
cosets of the form Ts, where s E S, to the family of all cosets T*s*, where 
s* E S*. The reader may check that IX, defined by IX: Ts H T*v(s), is such a 

2 Iff: X ..... X* is a function and A c X*, then ff-'(A) c A; if f is a surjection, then ff-'(A) = A. 
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bijection. (If G is finite, then we may prove [S: T] = [S* : T*] as follows: 

[S*: T*] = IS*I/IT*I = I SIK 1/1 TIKI 

= (ISI/IKI)/(ITI/IKI) = ISI/I TI = [S: T].) 

If T <l S, then the third isomorphism theorem gives TIK <l SIK and 
(SIK)/(TIK) ~ SIK; that is, T* <l S* and S*IT* ~ SIT. It remains to 
show that if T* <l S*, then T <l S. The reader may verify that T = 
ker IlVo: S -+ S*IT*, where Vo = viS and Il: S* -+ S*IT* is the natural map . 

• 
EXERCISES 

2.51. If G' ~ H ~ G, where G' is the commutator subgroup of G, then H <l G and 
G/H is abelian. 

2.52. Give an example to show that if H <l G, then G need not contain a subgroup 
isomorphic to G/H. 

2.53. Prove that the circle group T is isomorphic to ~/7L. 

2.54. (i) Let H, K ~ G. If(IHI, IKI) = 1, then H ("\ K = 1. 
(ii) Let G be a finite group, and let H be a normal subgroup with (IHI, [G: H)) = 

1. Prove that H is the unique subgroup of order IHI in G. (Hint: If K is 
another such subgroup, what happens to K in G I H?) 

2.55 (Zassenhaus). Let G be a finite group such that, for some fixed integer n > 1, 
(xy)" = x"y" for all x y E G. If G[n] = {z E G: z" = 1} and G" = {x": x E G}, then 
both G[n] and G" are normal subgroups of G and I G"I = [G: G[n]]. 

2.56. A subgroup H ~ G is a maximal normal subgroup of G if there is no normal 
subgroup N of G with H < N < G. Prove that H is a maximal normal subgroup 
of G if and only if G/H has no normal subgroups (other than itself and 1). 

Definition. A group G "# 1 is simple if it has no normal subgroups other than 

G and 1. 

We may restate Exercise 2.56: H is a maximal normal subgroup of G if and 
only if G/H is simple. 

2.57. An abelian group is simple if and only if it is finite and of prime order. 

2.58. Let M be a maximal subgroup of G; that is, there is no subgroup S with M < 
S < G. Prove that if M <l G, then [G: M] is finite and equal to a prime 

2.59 (Schur). Let f: G ..... H be a homomorphism that does not send every element of 
G into 1. If G is simple, then f must be an injection. 
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Direct Products 

Definition. If Hand K are groups, then their direct product, denoted by 
H x K, is the group with elements all ordered pairs (h, k), where h e Hand 
k e K, and with operation 

(h, k)(h', k') = (hh', kk'). 

It is easy to check that H x K is a group: the identity is (1, 1); the inverse 
(h, kti is (h- I , k- I ). Notice that neither H nor K is a subgroup of H x K, but 
H x K does contain isomorphic replicas of each, namely, H x 1 = {(h, 1): 
he H} and 1 x K = {(1, k): k e K}. 

EXERCISES 

2.60. (i) Show that (h, 1) E H x 1 and (1, k) E 1 x K commute. 
(ii) H x 1 and 1 x K are normal subgroups of H x K. 

(iii) (H x 1) 11 (1 x K) = 1 and (H x 1)(1 x K) = H x K. 

2.61. H x K is abelian if and only if both Hand K are abelian. 

2.62. (i) Prove that Z6 ~ Z2 X Z3' 
(ii) If (m, n) = 1, then Zmn ~ Zm X Zn. (Hint. Use the Chinese Remainder 

Theorem), 

2.63. If p is a prime, prove that Zp2 *' Zp X Zp-

2.64. Let,.,.: G x G -> G be the operation on a group G; that is, ,.,.(a, b) = abo If G x G 
is regarded as the direct product, prove that,.,. is a homomorphism if and only 
if G is abelian. 

2.65. Let A be an abelian group, and let IX: H -> A and p: K -> A be homomorphisms. 
Prove that there exists a unique homomorphism 1': H x K -> A with y(h, 1) = 
lX(h) for all hE Hand 1'(1, k) = P(k) for all k E K. Show that this may be false if 
A is not abelian. 

We now take another point of view. It is easy to multiply two polynomials 
together; it is harder to factor a given polynomial. We have just seen how to 
multiply two groups together; can one factor a given group? 

Theorem 2.29. Let G be a group with normal subgroups Hand K. If HK = G 
and H n K = 1, then G ~ H x K. 

Proof. If a e G, then a = hk for some h e Hand k e K (because G = HK). We 
claim that hand k are uniquely determined by a. If a = hI ki for hI e Hand 
ki e K, then hk = hiki and h-ihi = kkll.e H n K = 1; hence h = hI and 
k = ki . 

Define f: G -+ H x K by f(a) = (h, k), where a = hk. Is f a homomorphism? 
If a = hk and a' = h'k', then aa' = hkh'k' which is not in the proper form 
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for evaluating f. Were it true that kh' = h'k, however, then we could eval­
uate f(aa ' ). Consider the commutator h l kh ,- 1k- 1• Now (h l kh' - 1 )k-1 E K (for 
h l kh'- 1 E K because K is normal), and, similarly, h l (kh ,- 1k-1 ) E H (because H 
is normal); therefore, h l kh ,- 1k-1 E H!l K = 1 and hi and k commute. The 
reader can now check that f is a homomorphism and a bijection; that is, f is 
an isomorphism. • 

We pause to give an example showing that all the hypotheses in Theorem 
2.29 are necessary. Let G = S3' H = «1 2 3), and K = «1 2). It is easy to 
see that HK = G and H!l K = 1; moreover, H <J G but K is not a normal 
subgroup. The direct product H x K ~ Z3 X Z2 is abelian, and so the non­
abelian group G = S3 is not isomorphic to H x K. 

Theorem 2.30. If A <J Hand B <J K, then A x B <J H x K and 

(H x K)/(A x B) ~ (H/A) x (K/B). 

Proof. The homomorphism cp: H x K ~ (H/A) x (K/B), defined by cp(h, k) = 
(Ah, Bk), is surjective and ker cp = A x B. The first isomorphism theorem 
now gives the result. • 

It follows, in particular, that if N <J H, then N x 1 <J H x K. 

Corollary 2.31. If G = H x K, then G/(H x 1) ~ K. 

There are two versions of the direct product H x K: the external version, 
whose elements are ordered pairs and which contains isomorphic copies of 
Hand K (namely, H x 1 and 1 x K); the internal version which does contain 
Hand K as normal subgroups and in which HK = G and H!l K = 1. By 
Theorem 2.29, the two versions are isomorphic. In the future, we shall not 
distinguish between external and internal; in almost all cases, however, 
our point of view is internal. For example, we shall write Corollary 2.31 as 
(H x K)/H ~ K. 

EXERCISES 

2.66. Prove that V ~ lL z X lL z . 

2.67. Show that it is possible for a group G to contain three distinct normal sub­
groups H, K, and L such that G = H x L = K x L; that is, HL = G = KL and 
H n L = 1 = K n L. (Hint: Try G = V). 

2.68. Prove that an abelian group G of order pZ, where p is a prime, is either cyclic or 
isomorphic to lLp x lLp. (We shall see in Corollary 4.5 that every group of order 
p2 must be abelian). 

2.69. Let G be a group with normal subgroups Hand K. Prove that HK = G and 
H n K = 1 if and only if each a E G has a unique expression of the form a = hk, 

where h E Hand k E K. 
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2.70. If N <J H x K, then either N is abelian or N intersects one of the factors H or 
K nontrivially. 

2.71. Give an example of an abelian group H x K which contains a nontrivial sub­
group N such that N n H = 1 = N n K. Conclude that it is possible that N :S 
H x K and N # (N n H) x (N n K). 

2.72. Let G be a group having a simple subgroup H of index 2. Prove that either H is 
the unique proper normal subgroup of G or that G contains a normal subgroup 
K of order 2 with G = H x K. (Hint. Use the second isomorphism theorem.) 

2.73. Let 0 denote the trivial homomorphism which sends every element to the iden­
tity. Prove that G ~ H x K if and only if there exist homomorphisms 

and 

with qi = IH (the identity function on H), pj = lK' pi = 0, qj = 0, and 
(i 0 q)(x)(j 0 p)(x) = x for all x E G. 

2.74. The operation of direct product is commutative and associative in the following 
sense: for groups H, K, and L, 

HxK~KxH and H x (K x L) ~ (H x K) x L. 

Conclude that the notations HI x ... x H. and TI7=1 Hi are unambiguous. 

2.75. Let G be a group having normal subgroups HI"", H •. 
(i) If G=<U7=lHi) and, for all j, 1 = Hjn <UI,.j HI), then G~ 

HI x .. · x H •. 
(ii) If each a E G has a unique expression of the form a = hI" . h., where each 

hi E H" then G ~ HI X ••. x H •. 

2.76. Let HI'''', H. be normal subgroups of a group G, and define 
qJ: G -+ G/H1 X '" X G/H. by qJ(x) = (H1x, ... , H.x). 
(i) Prove that ker qJ = HI n ... n H •. 

(ii) If each Hi has finite index in G and if (I G/Hd, IG/Hjl) = 1 for all i # j, then qJ 
is a surjection and 

• 
[G: HI n"·nH.] = TIIG/H;I. 

1=1 

2.77. Let V be an n-dimensional vector space over a field F. Prove that, as abelian 
groups, V ~ Fl X ••• x F., where Fi ~ F for all i. 

Definition. If p is a prime, then an elementary abelian p-group is a finite group 
G isomorphic to Zp x ... x Zp. 

2.78. Prove that if G is an abelian group of prime exponent p, then G is a vector 
space over 7i.p , and every homomorphism rp : G -+ G is a linear transformation. 
Moreover, a finite abelian p-group G is elementary if and only if it has expo­
nentp. 



CHAPTER 3 

Symmetric Groups and G-Sets 

The definition of group arose from fundamental properties of the symmetric 
group Sn· But there is another important feature of Sn: its elements are func­
tions acting on some underlying set, and this aspect is not explicit in our 
presentation so far. The notion of G-set is the appropriate abstraction of this 
idea. 

Conjugates 

In this section we study conjugates and conjugacy classes for arbitrary groups; 
in the next section, we consider the special case of symmetric groups. 

Lemma 3.1. If G is a group, then the relation "y is a conjugate of x in G," that 
is, y = gxg- 1 for some 9 E G, is an equivalence relation. 

Proof. Routine. • 

Definition. If G is a group, then the equivalence class of a E G under the 
relation "y is a conjugate of x in G" is called the conjugacy class of a; it is 
denoted by aGo 

Of course, the conjugacy class aG is the set of all the conjugates of a in G. 
Exercise 2.34 can be rephrased: a subgroup is normal if and only if it is a 
(disjoint) union of conjugacy classes. If a and b are conjugate in G, say, b = 
gag-l, then there is an isomorphism y: G -+ G, namely, conjugation by g, 
with y(a) = b. It follows that all the elements in the same conjugacy class have 
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the same order. In particular, for any two elements x, Y E G, the elements xy 

and yx have the same order. 
If a EGis the sole resident of its conjugacy class, then a = gag-1 for all 

g E G; that is, a commutes with every element of G. 

Definition. The center of a group G, denoted by Z(G), is the set of all a E G 
that commute with every element of G. 

It is easy to check that Z(G) is a normal abelian subgroup of G. 
The following subgroup is introduced to count the number of elements in 

a conjugacy class. 

Definition. If a E G, then the centralizer of a in G, denoted by CG(a), is the set 
of all x E G which commute with a. 

It is immediate that CG(a) is a subgroup of G. 

Theorem 3.2. If a E G, the number of conjugates of a is equal to the index of 
its centralizer: 

laGI = [G: CG(a)], 

and this number is a divisor of I GI when G is finite. 

Proof. Denote the family of all left cosets of C = CG(a) in G by GIC, and 
define f: aG -+ GIC by f(gag- 1) = gc. Now f is well defined: if gag-1 = hah-1 
for some hE G, then h-1gag-1h = a and h-1g commutes with a; that is, h-1g E 
C, and so hC = gc. The function f is an injection: if gC = f(gag- 1) = 
f(kak- 1) = kC for some kEG, then k-1g E C, k-1g commutes with a, 
k-1gag-1k = a, and gag-1 = kak-1; the function f is a surjection: if g E G, 
then gC = f(gag- 1). Therefore, f is a bijection and I aGI = I GIG! = 
[G: CG(a)]. When G is finite, Lagrange's theorem applies. • 

One may conjugate subgroups as well as elements. 

Definition. If H ~ G and g E G, then the conjugate gHg-1 is {ghg-l: h E H}. 
The conjugate gHg-1 is often denoted by Hg. 

The conjugate gHg-1 is a subgroup of G isomorphic to H: if Yg: G -+ Gis 
conjugation by g, then YglH is an isomorphism from H to gHg-l. 

Note that a subgroup H is a normal subgroup if and only if it has only one 
conjugate. 

Definition. If H ~ G, then the normalizer of H in G, denoted by NG(H), is 

NG(H) = {a E G: aHa-1 = H}. 
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It is immediate that NG(H) is a subgroup of G. Notice that H <l NG(H); 
indeed, NG(H) is the largest subgroup of G in which H is normal. 

Theorem 3.3. If H ~ G, then the number c of conjugates of H in G is equal to 
the index of its normalizer: c = [G: NG(H)], and c divides I GI when G is finite. 
Moreover, aHa-1 = bHb-1 if and only if b-1a E NG(H). 

Proof. Let [H] denote the family of all the conjugates of H, and let GIN 
denote the family of all left co sets of N = NG(H) in G. Define f: [H] ~ GIN 
by f(aHa- 1) = aN. Now f is well defined: if aHa-1 = bHb-1 for some bEG, 
then b-1aHa-1b = Hand b-1a normalizes H; that is, b-1a E N, and so 
bN = aN. The function f is an injection: if aN = f(aHa- 1) = f(cHc- 1) = 
cN for some C E G, then c-1a E N, c-1a normalizes H, c-1aHa-1c = H, and 
aHa-1 = cHc-1; the function f is a surjection: if a E G, then aN = f(aHa- 1). 
Therefore,fis a bijection and I[H]I = I GIN I = [G: NG(H)]. When G is finite, 
Lagrange's theorem applies. • 

The strong similarity of Theorems 3.2 and 3.3 will be explained when we 
introduce G-sets. 

EXERCISES 

3.1. (i) A group G is centerless if Z(G) = 1. Prove that S. is centerless if n 2: 3. 
(ii) Prove that A4 is centerless. 

3.2. If ex E S. is an n-cycle, then its centralizer is <ex). 

3.3. Prove that if G is not abelian, then G/Z(G) is not cyclic. 

3.4. (i) A finite group G with exactly two conjugacy classes has order 2. 
(ii) Let G be a group containing an element of finite order n > 1 and exactly two 

conjugacy classes. Prove that IGI = 2. (Hint. There is a prime p with aP = 1 
for all a E G. If p is odd and a E G, then a2 = xax-l for some x, and so 
a2P = xPax-P = a; thus, 2P == 1 mod p, contradicting Fermat's theorem.) 

(There are examples of infinite groups G with no elements of finite order which 
do have exactly two conjugacy classes.) 

3.5. Prove that Z(G1 x ... x G.) = Z(G1 ) x ... x Z(G.). 

3.6. (i) Prove, for every a, x E G, that CG(axa-l ) = aCG(x)a-l . 
(ii) Prove that if H :S; G and h E H, then CH(h) = CG(h) n H. 

3.7. Let G be a finite group, let H be a normal subgroup of prime index, and let 
x E H satisfy CH(x) < CG(x). If Y E H is conjugate to x in G, then y is conjugate 
to xin H. 

3.8. If ai' ... , a. is a list of (not necessarily distinct) elements of a group G, then, for 
all i, ai ... a.al ... ai-l is conjugate to al ... a •. 

3.9. (i) Prove that NG(aHa- l ) = aNG(H)a-l . 
(ii) If H:s; K :S; G, then NK(H) = NG(H) n K. 
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(iii) If H, K ~ G, prove that NG(H) n NG(K) ~ NG(H n K). Give an example in 
which the inclusion is proper. 

3.10. Iff: G -> H is surjective and A ~ Z(G), then f(A) ~ Z(H). 

3.11. If H ~ G, then NG(H) ~ {a E G: aHa-1 ~ H}; when H is finite, then there is 
equality. (There are examples of infinite subgroups H ~ G with aHa- 1 < H for 
some a E G). 

Definition. An n x n matrix M = [mij] over a field K is monomialif there is 
IX E S. and (not necessarily distinct) nonzero elements Xl' ... , X. E K such that 

{
Xi if j = IX(i), 

mij = 0 otherwise. 

Monomial matrices thus have only one nonzero entry in any row or col­
umn. Of course, a monomial matrix in which each Xi = 1 is a permutation 
matrix over K. (This definition will be generalized when we discuss wreath 
products.) 

3.12. (i) Let k be a field with more than two elements. If G = GL(n, k) and T is the 
subgroup of G of all diagonal matrices, then NG(T) consists of all the 
monomial matrices over k. 

(ii) Prove that NG(T)/T ~ S •. 

3.13. (i) If H is a proper subgroup of a finite group G, then G is not the union of all 
the conjugates of H. 

(ii) If G is a finite group with conjugacy classes C 1, ... , Cm, and if gi E Ci , then 
G=(gl,···,gm)· 

Symmetric Groups 

Definition. Two permutations IX, fJ E S. have the same cycle structure if their 
complete factorizations into disjoint cycles have the same number of r-cycles 
for each r. 

Lemma 3.4. If IX, fJ E S., then IXfJIX-1 is the permutation with the same cycle 
structure as fJ which is obtained by applying IX to the symbols in fJ. 

EXAMPLE 3.1. If fJ = (1 3)(2 4 7) and IX = (2 5 6)(1 4 3), then IXfJIX-1 = 
(IX 1 I(3)(IX2 IX4 I(7) = (4 1)(5 3 7). 

Proof. Let 1t be the permutation defined in the lemma. If fJ fixes a symbol i, 
then 7t fixes IX(i), for IX(i) resides in a I-cycle; but IXfJIX-1(IX(i)) = IXfJ(i) = IX(i), 
and so IXfJIX-1 fixes IX(i) as well. Assume that fJ moves i; say, fJ(i) = j. Let the 
complete factorization of fJ be 

fJ = 1'11'2"'('" i j "')"'1'1' 
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If oc(i) = k and ocU) = I, then n: k r--. I. But ocpoc-1 : k r--. i r--. j r--. I, and so 
ocpoc-1(k) = n(k). Therefore, nand ocpoc-1 agree on all symbols of the form 
k = oc(i); since oc is a surjection, it follows that n = ocpoc-1• • 

Theorem 3.5. Permutations oc, p E Sn are conjugate if and only if they have the 
same cycle structure. 

Proof. The lemma shows that conjugate permutations do have the same cycle 
structure. For the converse, define Y E Sn as follows: place the complete fac­
torization of oc over that of p so that cycles of the same length correspond, 
and let y be the function sending the top to the bottom. For example, if 

oc = Y1 Y2 ... ( ... i j ... ) ... Yt, 

P = (}1 (}2 ... ( ... k I ... ) ... (}t, 

then y(i) = k, yU) = I, etc. Notice that y is a permutation, for every i between 
1 and n occurs exactly once in a complete factorization. The lemma gives 
yocy-l = p, and so oc and p are conjugate. • 

EXAMPLE 3.2. If 
oc = (2 3 1)(4 5)(6), 

P = (5 6 2)(3 1)(4), 

then y = G ~ ! : ~ :) = (1 2 5)(3 6 4). Notice that y is not unique; for 

example, the 3-cycle in oc could also be written (1 2 3), and the "downward" 
permutation is now y' = (1 5)(2 6 4 3). The multiplicity of choices for y is 
explained by Theorem 3.2. 

Corollary 3.6. A subgroup H of Sn is a normal subgroup if and only if, whenever 
oc E H, then every p having the same cycle structure as oc also lies in H. 

Proof. By Exercise 2.34, H <J Sn if and only if H contains every conjugate of 
its elements. • 

The solution of Exercise 2.45(i), which states that V <J S4, follows from the 
fact that V contains all products of disjoint transpositions. 

If 1:::;; r :::;; n, then Exercise 1.5 shows that there are exactly 
(1/r) [n(n -1)·· '(n - r + 1)] distinct r-cycles in Sn' This formula can be used 
to compute the number of permutations having any given cycle structure if 
one is careful about factorizations with several factors of the same length. For 
example, the number of permutations in S4 ofthe form (a b)(c d) is 

H(4 x 3)/2 x (2 x 1)/2] = 3, 

the factor t occurring so that we do not count (a b)(c d) = (c d)(a b) twice. 
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S4 
Cycle Structure Number Order Parity 

(1) 1 1 Even 

(12) 6 = (4 x 3)/2 2 Odd 

(123) 8 = (4 x 3 x 2)/3 3 Even 

(1234) 6 = 4!j4 4 Odd 

(12)(34) 3 = ~e x 3 x 2 x 1) 2 Even 
222 

24 =4! 

Table 3.1 

Let us now examine S4 using Table 3.1. The 12 elements of A4 are eight 
3-cydes, three products of disjoint transpositions, and the identity. These ele­
ments are the 4-group V together with 

(1 2 3); 

(3 4 1); 

(1 3 2); 

(3 1 4); 

(2 3 4); 

(4 1 2); 

(2 4 3); 

(4 2 1). 

We can now see that the converse of Lagrange's theorem is false. 

Theorem 3.7. A4 is a group of order 12 having no subgroup of order 6. 

Proof (T.-L. Sheu). If such a subgroup H exists, then it has index 2, and so 
Exercise 2.16 gives 0(2 E H for every 0( E A4 . If 0( is a 3-cyde, however, then 
0( = 0(4 = (0(2)2, and this gives 8 elements in H, a contradiction. • 

EXERCISES 

3.14. (i) If the conjugacy class of x EGis {at> ... , ak}' then the conjugacy class of x-1 
is {ail, ... , a;l}. 

(ii) If ex E S., then ex is conjugate to ex-1 . 

3.15. A4 is the only subgroup of S4 having order 12. 

Definition. If n is a positive integer, then a partition of n is a sequence of 
integers 1 ~ it ~ i2 ~ ... ~ ir with L ij = n. 

3.16. Show that the number of conjugacy classes in S. is the number of partitions ofn. 

3.17. If n < m, then A. can be imbedded in Am (as all even permutations fixing {n + 1, 
... , m}). 

3.18. Verify the entries in Table 3.2. 

3.19. Verify the entries in Table 3.3. 
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Cycle Structure Number Order Parity 

(1) 1 1 Even 
(12) 10 = (5 x 4)/2 2 Odd 
(123) 20 = (5 x 4 x 3)/3 3 Even 
(1234) 30 = (5 x 4 x 3 x 2)/4 4 Odd 
(12345) 24 = 5!/5 5 Even 

(12)(34) 15 = ~C x 4 x 3 x 2) 
222 

2 Even 

(123)(45) 20 = 
5x4x3 

3 

2 x 1 
x--

2 
6 Odd 

120 = 5! 

As 
Cycle Structure Number Order Parity 

(1) 1 1 Even 
(123) 20 3 Even 
(12345) 24 5 Even 
(12)(34) 15 2 Even 

60 

Table 3.2 
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Cycle Structure Number Order Parity 

C1 (1) 1 1 Even 
C2 (12) 15 2 Odd 
C3 (123) 40 3 Even 
C4 (1234) 90 4 Odd 
Cs (12345) 144 5 Even 

C6 (123456) 120 6 Odd 

C7 (12)(34) 45 2 Even 

Cs (12)(345) 120 6 Odd 

C9 (12)(3456) 90 4 Even 

C10 (12) (34) (56) 15 2 Odd 

Cll (123)(456) 40 3 Even 

720 = 6! 

A6 
Cycle Structure Number Order Parity 

(1) 1 1 Even 

(123) 40 3 Even 

(12345) 144 5 Even 

(12)(34) 45 2 Even 

(12)(3456) 90 4 Even 

(123)(456) 40 3 Even 

360 

Table 3.3 
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The Simplicity of An 

We are going to prove that An is simple for all n ~ 5. The alternating group 
A4 is not simple, for it contains a normal subgroup, namely, V. 

Lemma 3.8. As is simple. 

Proof. (i) All3-cycles are conjugate in As. (We know that this is true in 8s, but 
now we are allowed to conjugate only by even permutations.) 

If, for example, tx = (1 2 3), then the odd permutation (4 5) commutes 
with tx. Since As has index 2 in 8s, it is a normal subgroup of prime index, and 
so Exercise 3.7 says that tx has the same number of conjugates in As as it does 
in 8s because CAs(tx) < Css(tx). 

(ii) All products of disjoint transpositions are conjugate in As· 

If, for example, tx = (1 2)(3 4), then the odd permutation (1 2) commutes 
with tx. Since As has index 2 in 8s, Exercise 3.7 says that tx has the same 
number of conjugates in As as it does in 8s. 

(iii) There are two conjugacy classes of 5-cycles in As, each of which has 12 
elements. 

In 8s, tx = (1 2 3 4 5) has 24 conjugates, so that Css(tx) has 5 elements; 
these must be the powers of tx. By Exercise 3.2, C As(tx) has order 5, hence, 
index 60/5 = 12. 

We have now surveyed all the conjugacy classes occurring in As. Since 
every normal subgroup H is a union of conjugacy classes, IHI is a sum of 1 
and certain of the numbers: 12, 12, 15, and 20. It is easily checked that no 
such sum is a proper divisor of 60, so that IHI = 60 and As is simple. • 

Lemma 3.9. Let H <J An' where n ~ 5. If H contains a 3-cycle, then H = An. 

Proof. We show that (1 2 3) and (i j k) are conjugate in An (and thus that all 
3-cycles are conjugate in An). If these cycles are not disjoint, then each fixes 
all the symbols outside of {I, 2, 3, i,j}, say, and the two 3-cycles lie in A*, the 
group of all even permutations on these 5 symbols. Of course, A * ~ As, and, 
as in part (i) of the previous proof, (1 2 3) and (i j k) are conjugate in A*; a 
fortiori, they are conjugate in An. If the cycles are disjoint, then we have just 
seen that (1 2 3) is conjugate to (3 j k) and that (3 j k) is conjugate to 
(i j k), so that (1 2 3) is conjugate to (i j k) in this case as well. 

A normal subgroup H containing a 3-cycle tx must contain every conjugate 
of tx; as all 3-cycles are conjugate, H contains every 3-cycle. But Exercise 2.7 
shows that An is generated by the 3-cycles, and so H = An. • 
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Lemma 3.10. A6 is simple. 

Proof. Let H "# 1 be a normal subgroup of A 6 , and let a E H be distinct from 
1. If a fixes some i, define 

F = {f3 E A6: f3(i) = i}. 

Now F ~ As and a E H n F. But H n F <] F, by the second isomorphism 
theorem, so that F simple and H n F "# 1 give H n F = F; that is, F :s; H. 
Therefore, H contains a 3-cycle, H = A6 (by the lemma), and we are done. 

We may now assume that no a E H with a "# 1 fixes any i, for 1 :s; i :s; 6. A 
glance at Table 3.3 shows that the cycle structure of a is either (1 2)(3 4 5 6) 
or (1 2 3)(4 5 6). In the first case, a2 E H, a2 "# 1, and a2 fixes 1 (and 2), a 
contradiction. In the second case, H contains a(f3a-1 P-1), where 13 = (2 3 4), 
and it is easily checked that this element is not the identity and it fixes 1, a 
contradiction. Therefore, no such normal subgroup H can exist. • 

Theorem 3.11. An is simple for all n ~ 5. 

Proof. Let n ~ 5 and let H "# 1 be a normal subgroup of An. If 13 E Hand 
13 "# 1, then there is an i with f3(i) = j "# i. If a is a 3-cycle fixing i and moving 
j, then a and 13 do not commute: f3a(i) = f3(i) = j and af3(i) = aU) "# j; there­
fore, their commutator is not the identity. Furthermore, a(f3a-1 13-1 ) lies in the 
normal subgroup H, and, by Lemma 3.4, it is a product of two 3-cycles 
(af3a-1 )13-1 ; thus it moves at most 6 symbols, say, i1 , ... , i6 • If F = {y E Am: 
y fixes the other symbols}, then F ~ A6 and af3a-1 p-1 E H n F <] F. Since A6 
is simple, H n F = F and F :s; H. Therefore H contains a 3-cycle, H = An (by 
Lemma 3.9), and the proof is complete. • 

EXERCISES 

3.20. Show that As, a group of order 60, has no subgroup of order 30. 

3.21. If n #- 4, prove that A. is the only proper nontrivial normal subgroup of S •. 

3.22. If G :::;; S. contains an odd permutation, then IGI is even and exactly half the 
elements of G are odd permutations. 

3.23. If X = {I, 2, ... } is the set of all positive integers, then the infinite alternating 
group Aco is the subgroup of Sx generated by all the 3-cycles. Prove that Aco is 
an infinite simple group. (Hint. Adapt the proof of Theorem 3.11.) 

Some Representation Theorems 

A valuable technique in studying a group is to represent it in terms of some­
thing familiar and concrete. After all, an abstract group is a cloud; it is a 
capital letter G. If the elements of G happen to be permutations or matrices, 
however, we may be able to obtain results by using this extra information. In 
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this section we give some elementary theorems on representations; that is, on 
homomorphisms into familiar groups. 

The first such theorem was proved by Cayley; it shows that the study of 
subgroups of symmetric groups is no less general than the study of all groups. 

Theorem 3.12 (Cayley, 1878). Every group G can be imbedded as a subgroup of 
SG' In particular, if I GI = n, then G can be imbedded in Sn· 

Proof. Recall Exercise 1.33: for each a E G, left translation La: G --+ G, defined 
by x f--+ ax, is a bijection; that is, La E SG' The theorem is proved if the func­
tion L: G --+ SG' given by a f--+ La' is an injection and a homomorphism, for 
then G ~ im L. If a #- b, then La(1) = a #- b = Lb(l), and so La #- Lb' Finally, 
we show that Lab = La 0 Lb' If x E G, then Lab(x) = (ab)x, while (La 0 Lb)(x) = 
La(Lb(x)) = La(bx) = a(bx); associativity shows that these are the same. • 

Definition. The homomorphism L: G --+ SG' given by a f--+ La, is called the left 
regular representation of G. 

The reason for this name is that each La is a regular permutation, as we 
shall see in Exercise 3.29 below. 

Corollary 3.13. If k is a field and G is a finite group of order n, then G can be 
imbedded in GL(n, k). 

Proof. The group P(n, k) of all n x n permutation matrices is a subgroup of 
GL(n, k) that is isomorphic to Sn (see Exercise 1.45). Now apply Cayley's 
theorem to imbed G into P(n, k). • 

The left regular representation gives another way to view associativity. 
Assume that G is a set equipped with an operation * such that there is an 
identity e (that is, e * a = a = a * e for all a E G) and each element a E G has a 
(two-sided) inverse a' (i.e., a * a' = e = a' * a). Then, for each a E G, the func­
tion La: G --+ G, defined by La{x) = a * x, is a permutation of G with inverse 
La" If * is associative, then G is a group and Cayley's theorem shows that the 
function L: G --+ SG' defined by a f--+ La, is a homomorphism; hence, im L is a 
subgroup of SG' Conversely, if im L is a subgroup of SG' then * is associative. 
For if La 0 Lb E im L, there is c E G with La 0 Lb = Le. Thus, La 0 Lb(x) = 
Le(x) for all x E G; that is, a * (b * x) = c * x for all x E G. But if x = e, then 
a * b = c, and so c * x = (a * b) * x. This observation can be used as follows. 
Assume that G = {Xl' ... , xn} is a set equipped with an operation *, and 
assume that its multiplication table [aij] is a Latin square, where aij = Xi * Xj' 

Each row of the table is a permutation of G, and so * is associative (and G is 
a group) if the composite of every two rows of the table is again a row of the 
table. This test for associativity, however, is roughly as complicated as that in 
Exercise 1.42; both require about n3 computations. 
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We now generalize Cayley's theorem. 

Theorem 3.14. If H::; G and [G: H] = n, then there is a homomorphism 
p: G -> Sn with ker P ::; H. 

Proof. If a E G and X is the family of all the left cosets of H in G, define a 
function Pa: X -> X by gH I-> agH for all g E G. It is easy to check that each 
Pa is a permutation of X (its inverse is Pa-t) and that a I-> Pa is a homomor­
phism p: G -> Sx ~ Sn. If a E ker p, then agH = gH for all g E G; in particular, 
aH = H, and so a E H; therefore, ker P ::; H. • 

Definition. The homomorphism P in Theorem 3.14 is called the representa­
tion of G on the cosets of H. 

When H = 1, Theorem 3.14 specializes to Cayley's theorem. 

Corollary 3.15. A simple group G which contains a subgroup H of index n can 
be imbedded in Sn. 

Proof. There is a homomorphism p: G -> Sn with ker P ::; H < G. Since Gis 
simple, ker P = 1, and so P is an injection. • 

Corollary 3.16. An infinite simple group G has no proper subgroups of finite 
index. 

Corollary 3.15 provides a substantial improvement over Cayley's theorem, 
at least for simple groups. For example, if G ~ As, then Cayley's theorem 
imbeds G in S60' But G has a subgroup H ~ A4 of order 12 and index 
60/12 = 5, and so Corollary 3.15 says that G can be imbedded in Ss. 

Theorem 3.17. Let H ::; G and let X be the family of all the conjugates of H in 
G. There is a homomorphism t/J: G -> Sx with ker t/J ::; NG(H). 

Proof. If a E G, define t/Ja: X -> X by t/JAgHg-l) = agHg-1a-1. If bEG, then 

t/Jat/Jb(gHg-l) = t/Ja(bgHg-lb-1) = abgHg-1b-1a-1 = t/Jab(gHg-l). 

We conclude that t/Ja has inverse t/Ja-1, so that t/Ja E Sx and t/J: G -> Sx is a 
homomorphism. 

If a E ker t/J, then agHg-1a-1 = gHg-1 for all g E G. In particular, aHa-1 = 
H, and so a E NG(H); hence ker t/J ::; NG(H). • 

Definition. The homomorphism t/J of Theorem 3.17 is called the representa­
tion of G on the conjugates of H. 
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EXERCISES 

3.24. Let a E G, where G is finite. If a" has m conjugates and a has k conjugates, then 
mlk. (Hint. CG(a) :;;; CG(a").) 

3.25. Show that if n ~ 5, then Sn has no subgroup of index t for 2 < t < n. 

3.26. (i) If p is the representation of a group G on the cosets of a subgroup H, then 
ker p = nxeG xHx-1• Conclude that if H <1 G, then ker p = H. 

(ii) If 1/1 is the representation of a group G on the conjugates of a subgroup H, 
then ker 1/1 = nxeG xNG(H)x- l . 

3.27. The right regular representation of a group G is the function R: G -+ SG defined 
by a I--> R., where R.(x) = xa-1• 

(i) Show that R is an injective homomorphism. (Hint. See Exercises 1.33 and 
1.47.) (This exercise is the reason why R. is defined as right multiplication by 
a-1 and not by a.) 

(ii) If Land R are, respectively, the left and right regular representations of S3' 
prove that im Land im R are conjugate subgroups of S6. 

3.28. If p is prime and 't, IX E Sp are a transposition and a p-cycle, respectively, show 
that Sp = ('t, IX). (See Exercise 2.9(iii).) 

3.29. If G is a finite group and a E G, then L. is a regular permutation of G. (Hint. If 
L. = P1 ... Pt is the complete factorization of L. and if g is a symbol occurring 
in some p;, then the set of all symbols in Pi is the right coset (a) g.) 

3.30. (i) Let G be a group of order 2mk, where k is odd. Prove that if G contains an 
element of order 2m, then the set of all elements of odd order in G is a 
(normal) subgroup of G. (Hint. Consider G as permutations via Cayley's 
theorem, and show that it contains an odd permutation.) 

(ii) Show that a finite simple group of even order must have order divisible 
by 4. 

3.31 (i) (Poincare). If Hand K are subgroups of G having finite index, then H n K 
also has finite index in G. (Hint. Show that [G: H n KJ :;;; [G: BJ [G: K].) 

(ii) If H has finite index in G, then the intersection of all the conjugates of His 
a normal subgroup of G having finite index. 

(iii) If ([G: BJ, [G: KJ) = 1, then [G: H n KJ = [G: BJ [G: K]. 

3.32. Prove that A6 has no subgroup of prime index. 

3.33. Let G be a finite group containing a subgroup H of index p, where p is the 
smallest prime divisor of I GI. Prove that H is a normal subgroup of G. 

3.34. Let G be an infinite simple group. 
(i) Every x E G with x oF 1 has infinitely many conjugates. 

(ii) Every proper subgroup H oF 1 has infinitely many conjugates. 

3.35 (Eilenberg-Moore). (i) If H < G, then there exists a group L and distinct homo­
morphisms f, g: G -+ L with flH oF giH. (Hint. Let L = Sx, where X denotes the 
family of all the left cosets of H in G together with an additional element 00. If 
a E G, define f. E Sx by 1.( (0) = 00 and f.(bH) = abH; define g: G -+ Sx by g = 
"'/ 0 f, where "'/: Sx -+ Sx is conjugation by the transposition which interchanges 
Hand 00.) 
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(ii) If A and G are groups, then a homomorphism h: A -> G is a surjection if and 
only if it is right cancellable: for every group L and every pair of homomor­
phisms f, g: G -> L, the equation f 0 h = g 0 h implies f = g. 

G-Sets 

The elements of symmetric groups are functions; here is the appropriate 
abstraction of this property. 

Definition. If X is a set and G is a group, then X is a G-set if there is a function 
(1(: G x X -+ X (called an action),l denoted by (1(: (g, x) 1--+ gx, such that: 

(i) lx = x for all x EX; and 
(ii) g(hx) = (gh)x for all g, h E G and x E X. 

One also says that G acts on X. If IXI = n, then n is called the degree of the 
G-set X. 

For example, if G ::; Sx, then (1(: G x X -+ X is evaluation: (I((a, x) = a(x); 
using the notation of the definition, one often writes ax instead of a(x). 

The first result is that G-sets are just another way of looking at permuta­
tion representations. 

Theorem 3.18. If X is a G-set with action (1(, then there is a homomorphism 
(i: G -+ Sx given by (i(g): x 1--+ gx = (I((g, x). Conversely, every homomorphism 
cp: G -+ Sx defines an action, namely, gx = cp(g)x, which makes X into a G-set. 

Proof. If X is a G-set, g E G, and x E X, then 

a(g-l )a(g): x 1--+ a(g-l )(gx) = g-l(gX) = (g-lg)X = lx = x; 

it follows that each a(g) is a permutation of X with inverse a(g-l). That a is 
a homomorphism is immediate from (ii) of the definition of G-set. The con­
verse is also routine. • 

The first mathematicians who studied group-theoretic problems, e.g., 
Lagrange, were concerned with the question: What happens to the poly­
nomial g(x 1 , ... , xn) if one permutes the variables? More precisely, if a E Sn, 

1 In this definition, the elements of G act on the left. There is a "right" version of G-set that is 
sometimes convenient. Define a right action r1.': G x X ..... X, denoted by (g, x) f-+ xg, to be a 
function such that: 

(i) xl = x for all x EX; and 
(ii) x(gh) = (xg)h for all g, h E G and x E X. 

It is easy to see that every right G-set gives rise to a (left) G-set if one defines IX: G x X ..... X by 
lX(g, x) = xg-1 = 1X'(g-l, x). 
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define 
ga(Xl' ... , xn) = g(Xal' ... , xan ); 

given g, how many distinct polynomials gO' are there? If gO' = 9 for all u E Sn, 
then 9 is called a symmetric function. If a polynomial f(x) = L7=0 aixi has 
roots rl' ... , rn, then each of the coefficients ai of f(x) = an n7=0 (x - ri ) is a 
symmetric function of r 1, ... , rn' Other interesting functions of the roots may 
not be symmetric. For example, the discriminant of f(x) is defined to be the 
number d2, where d = ni<j (ri - rj). If D(x 1,···, xn) = ni<j (Xi - Xj), then it 
is easy to see, for every U E Sm that Da = ±D (for all i <j, either Xi - Xj or 
Xj - Xi = - (Xi - Xj) occurs as a factor of Da). Indeed, D is an alternating 
function of the roots: Da = D if and only if U E An. This suggests a slight 
change in viewpoint. Given g(Xl' ... , xn ), find 

Y(g) = {u E Sn: ga = g}; 

this is precisely what Lagrange did (see Examples 3.3 and 3.3' below). It is 
easy to see that Y(g) ::::;; Sn; moreover, 9 is symmetric if and only if Y(g) = Sm 
while Y(D) = An. Modern mathematicians are concerned with this same type 
of problem. If X is a G-set, then the set of all f: X -+ X such that f(ux) = f(x) 
for all X E X and all u EGis usually valuable in analyzing X. 

EXAMPLE 3.3. If k is a field, then Sn acts on k[Xl' ... , xnJ by ug = gO', where 
ga(Xl' ... , xn) = g(Xal' ... , Xan). 

EXAMPLE 3.4. Every group G acts on itself by conjugation. 

EXAMPLE 3.5. Every group G acts on the family of all its subgroups by conju­
gation. 

There are two fundamental aspects of a G-set. 

Definition. If X is a G-set and X E X, then the G-orbit of X is 

(!J(x) = {gx: 9 E G} c X. 

One often denotes the orbit (!J(x) by Gx. Usually, we will say orbit instead 
of G-orbit. The orbits of X form a partition; indeed, the relation X == Y de­
fined by "y = gx for some 9 E G" is an equivalence relation whose equiva­
lence classes are the orbits. 

Definition. If X is a G-set and x E X, then the stabilizer of x, denoted by G", 
is the subgroup 

G" = {g E G: gx = x} ::::;; G. 

Let us see the orbits and stabilizers in the G-sets above. 

EXAMPLE 3.3'. Let X = k[x 1 , ••• , xnJ and G = Sn. If 9 E k[x 1 , ••• , xnJ, then 
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(!)(g) is the set of distinct polynomials of the form g", and Gg = ff(g) = 
{UEG=Sn:g"=g}· 

Given g, Lagrange defined 

g*(Xl' ... , xn) = n (x - g"(Xl' ... , xn»; 
aeSn 

he then defined the resolvent A(g) of g to be the polynomial obtained from g* 
by removing redundant factors. If r is the degree of A(g), then Lagrange 
claimed that r = n!/lff(g)1 (Abbati (1803) proved this claim). This formula is 
the reason Lagrange's theorem is so-called; Lagrange's theorem for sub­
groups of arbitrary finite groups was probably first proved by Galois. 

EXAMPLE 3.4'. If G acts on itself by conjugation and x E G, then (!)(x) is the 
conjugacy class of x and Gx = CG(x). 

EXAMPLE 3.5'. If G acts by conjugation on the family of all its subgroups and 
it H :s; G, then (!)(H) = {all the conjugates of H} and GH = N G(H). 

Theorem 3.19. If X is a G-set and x E X, then 

I (!)(x) I = [G: Gx ]. 

Proof. If x E X, let G/Gx denote the family of all left cosets of Gx in G. Define 
f: (!)(x) --+ G/Gx by f(ax) = aGx : Now f is well defined: if ax = bx for some 
bEG, then b-1ax = x, b-1a E Gx , and aGx = bGx • The function f is an injec­
tion: if aGx = f(ax) = f(cx) = cGx for some c E G, then c-1a E Gx , c-1ax = x, 
and ax = cx; the function f is a surjection: if a E G, then aGx = f(ax). There-
fore,! is a bijection and I (!)(x) I = IG/Gxl = [G: Gx ]· • 

Corollary 3.20. If a finite group G acts on a set X, then the number of elements 
in any orbit is a divisor of IGI. 

Corollary 3.21. 

(i) If G is a finite group and x E G, then the number of conjugates of x in G is 
[G: CG(x)]. 

(ii) If G is a finite group and H :S; G, then the number of conjugates of H in G 
is [G: NG(H)]. 

Proof. Use Examples 3.4' and 3.5'. • 

We have now explained the similarity of the proofs of Theorems 3.2 and 

3.3. 

EXERCISES 

3.36. If D(x 1, ... , x.) = ni <j (Xi - Xj), prove that 9'(D) = {a E S.: DU = D} = A •. 

3.37. Let X be a G-set, let x, Y E X, and let y = gx for some g E G. Prove that Gy = 

gGx g-1 ; conclude that IGyl = IGxl· 
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3.38 (Abbati). If k is a field, g E k[X1' ... , xn], and (J E Sn, write ga(X1' ... , xn) = 

g(Xa1' ... , xan ), as in Example 3.3. Show that, for any given g, the number of 
distinct polynomials of the form g" is a divisor of n!. (Hint. Theorem 3.19.) 

3.39. IfG::; Sn, then G acts on X = {1, ... , n}. In particular, <IX) acts on X for every 
IX E Sn. If the complete factorization of IX into disjoint cycles is IX = /31'" /3t and if 
i is a symbol appearing in /3j' then (!)(i) = {lXk(i): k E Z} consists of all the symbols 
appearing in /3j. (Compare Exercise 3.29.) 

3.40. Cayley's theorem shows that every group G acts on itself via left translations. 
Show that there is just one orbit (if x E G, then G = {gx: g E G}) and that Gx = 1 
for every x E G. 

Definition. A G-set X is transitive if it has only one orbit; that is, for every 
x, Y E X, there exists a E G with y = ax. 

3.41. If X is a G-set, then each of its orbits is a transitive G-set. 

3.42. If H ::; G, then G acts transitively on the set of all left co sets of H (Theorem 3.14) 
and G acts transitively on the set of all conjugates of H (Theorem 3.17). 

3.43. (i) If X = {x 1, ... , xn} is a transitive G-set and H = G x,, then there are elements 
gl' ... , gn in G with giX1 = Xi such that glH, ... , gnH are the distinct left 
cosets of H in G. 

(ii) The stabilizer H acts on X, and the number of H-orbits of X is the number 
of (H-H)-double co sets in G. 

3.44. Let X be a G-set with action IX: G x X ---> X, and let a: G ---> Sx send g E G into 
the permutation x f--> gx. 

(i) If K = ker a, then X is a (G/K)-set if one defines 

(gK)x = gx. 

(ii) If X is a transitive G-set, then X is a transitive (G/K)-set. 
(iii) If X is a transitive G-set, then Iker al ::; IGIlIXI. (Hint. If x E X, then 

I (!)(x) I = [G: Gx ] ::; [G: ker a].) 

Counting Orbits 

Let us call a G-set X finite if both X and G are finite. 

Theorem 3.22 (Burnside's Lemma2 ). If X is a finite G-set and N is the number 

2 What is nowadays called Burnside's lemma was proved by Frobenius (1887), as Burnside 
himself wrote in the first edition (1897) of his book. This is another example (we have already 
mentioned Lagrange's theorem) of a name of a theorem that is only a name; usually "Smith's 
theorem" was discovered by Smith, but this is not always the case. It is futile to try to set things 
right, however, for trying to change common usage would be as successful as spelling reform. 
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of G-orbits of X, then 

N = (1/IGI) L F('r), 
<E G 

where, for T E G, F(T) is the number of x E X fixed by T. 

Proof. In the sum L<EG F(T), each x E X is counted I Gxl times (for Gx consists 
of all those T E G which fix x). If x and y lie in the same orbit, then Exercise 
3.37 gives IGyl = IGxl, and so the [G: Gx ] elements constituting the orbit of 
x are, in the above sum, collectively counted [G: Gx ] IGxl = IGI times. Each 
orbit thus contributes IGI to the sum, and so L<EG F(T) = NIGI. • 

Corollary 3.23. If X is a finite transitive G-set with IXI > 1, then there exists 
T E G having no fixed points. 

Proof. Since X is transitive, the number N of orbits of X is 1, and so Burnside's 
lemma gives 

1 = (1/IGI) L F(T). 
<EG 

Now F(1) = IXI > 1; if F(T) > 0 for every T E G, then the right hand side is 
too large. • 

Burnside's lemma is quite useful in solving certain combinatorial problems. 
Given q distinct colors, how many striped flags are there having n stripes (of 
equal width)? Clearly the two flags below are the same (just turn over the top 
flag and put its right end at the left). 

( 1 2 ... n - 1 n) f . h f 11 Let T E S be the permutation . I C(jn IS t e set 0 a n-
n nn-1 2 1 

tuples C = (c I , .•• , cn), where each Ci is any ofthe q colors, then the cyclic group 
G = < T > acts on C(jn if we define TC = T(C I , ... , cn) = (cn, ... , c l ). Since both C 

and TC give the same flag, a flag corresponds to a G-orbit, and so the number 
of flags is the number N of orbits. By Burnside's lemma, it suffices to compute 
F(1) and F(T). Now F(l) = I C(jn I = qn. An n-tuple (c b .•. , cn) is fixed by T if 
and only if it is a "palindrome": CI = Cn; C2 = Cn-I; etc. If n = 2k, then T = 
(1 n)(2 n - 1) ... (k k + 1); if n = 2k + 1, then T = (1 n)(2 n - 1) ... (k k + 2). 
It follows that F(T) = q[(n+I)/21, where [(n + 1)/2] denotes the greatest integer 
in (n + 1)/2. The number of flags is thus 

N = t(qn + q[(n+1)/21). 
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Let us make the notion of coloring more precise. 

Definition. If G ~ Sx, where X = {1, ... , n}, and if~ is a set of colors, then ~n 
is a G-set if we define T(Cl, ... ' cn) = (Ctl, ... , ctn ) for all T E G. If I~I = q, then 
an orbit of ~n is called a (q, G)-coloring of X. 

Lemma 3.24. Let ~ be a set of q colors, and let G ~ Sx ~ Sn. If T E G, then 
F(T) = qt(t), where t(T) is the number of cycles occurring in the complete factori­
zation of T. 

Proof. Since T(C l , ... , cn) = (Ctl' ... , ctn ) = (c l , ... , cn), we see that Cti = Ci for 
all i, and so Ti has the same color as i. It follows that Tki has the same color 
as i, for all k; that is, all i in the (T)-orbit of X have the same color. But 
Exercise 3.39 shows that if the complete factorization of t is t = Pl··· Pt(t)' 

and if i occurs in Pi' then the set of symbols occurring in Pi is the (t)-orbit 
containing i. Since there are t(t) orbits and q colors, there are qt{t) n-tuples 
fixed by t in its action on ~n. • 

Definition. If the complete factorization of t E Sft has er(t) ~ 0 r-cycles, then 
the index of t is 

If G ~ Sft> then the cycle index of G is the polynomial 

PG(x l ,···, xn) = (1/IGI) L ind(T) E Q[x l ,···, xn]. 
tEG 

For example, let us consider all possible blue and white flags having nine 
stripes. Here IXI = 9 and G = (t) ~ S9, where t = (1 9)(2 8)(3 7)(4 6)(5). 
Now, ind(l} = x~, ind(t} = xlxi, and the cycle index of G = (t) = {I, t} is 

PG(x l ,···, x 9} = t(x~ + xlxi}; 

Corollary 3.25. If IXI = nand G ~ Sn' then the number of (q, G)-colorings of 
X is PG(q, ... , q). 

Proof. By Burnside's lemma for the G-set ~n, the number of (q, G)-colorings 
of X is 

(1/IGI) L F(t). 
tEG 

By Lemma 3.24, this number is 

(1/IGI) L qt(t), 

tEG 

where t(t) is the number of cycles in the complete factorization of t. On the 
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other hand, 

PG(X 1,""Xn ) = (1/IGI) L ind(r) 
teG 

= (1/1 GI) L X~'(t)X?(t) ... X:n(t), 

teG 

and so 
P G(q, ... , q) = (1/1 GI) L qe ,(t)+e2(t)+ ... +en(t) 

teG 

= (1/1 GI) L ql(t). • 
teG 

In 1937, P6lya pushed this technique further. Burnside's lemma allows one 
to compute the number of blue and white flags having nine stripes; there are 
264 of them. How many of these flags have four blue stripes and five white 
stripes? 

Theorem (P6iya, 1937). Let G ~ Sx, where IXI = n, let l'?fl = q, and,for each 
i ~ 1, define Ui = ct + ... + c!. Then the number of (q, G)-colorings of X 
with fr elements of color c" for every r, is the coefficient of C{lC{2 ... C~q in 
PG(u1 , ••• , un)· 

The proof of Polya's theorem can be found in combinatorics books (e.g., 
see Biggs (1989), Discrete Mathematics). Let us solve the flag problem posed 
above; we seek the coefficient of b4w5 in 

PG(U1, ••• , ( 9 ) = !((b + W)9 + (b + w)(b2 + W 2 )4). 

A short exercise with the binomial theorem shows that the coefficient of b4 w5 

is 66. 

EXERCISES 

3.45. If G is a finite group and c is the number of conjugacy classes in G, then 

c=(l/IGI) I ICG(r)l· 
teG 

3.46. (i) Let p be a prime and let X be a finite G-set, where IGI = pn and IXI is not 
divisible by p. Prove that there exists x E X with 't"X = x for all 't" E G. 

(ii) Let V be a d-dimensional vector space over 7i.P' and let G ~ GL(d, 7i. p ) have 
order pO. Prove that there is a nonzero vector v E V with 't"V = v for all 't" E G. 

3.47. If there are q colors available, prove that there are 

i(qn2 + 2q[(n2 +3)/4] + q[(n' +1)/2]) 

distinct n x n colored chessboards. (Hint. The set X consists of all n x n arrays, 
and the group G is a cyclic group <'t"), where 't" is a rotation by 90°. Show that 't" 

is product of disjoint 4-cycles.) 
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n=4 

Figure 3.1 

3.48. If there are q colors available, prove that there are 

(l/n) L q>(n/d)qd 
dl· 

colored roulette wheels having n congruent compartments, each a circular sec­
tor (in the formula, q> is the Euler q>-function and the summation ranges over all 
divisors d of n with 1 ~ d ~ n). (Hint. The group G = (r) acts on n-tuples, 
where r(cl, C2' .•• , c.) = (c., c1 , C2' •.• , cn - 1 ). Use Corollary 3.25 and Theorem 
2.15.) 

n=6 

Figure 3.2 
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Some Geometry 

The familiar euclidean n-space is the vector space [Rn consisting of all n-tuples 
of real numbers together with an inner (or dot) product. If ei is the vector 
having ith coordinate 1 and all other coordinates 0, then the standard basis is 
{ el, ... , cn }· A vector x = (x 1, ... , xn) has the unique expression x = L i XiCi, 
and if y = (Yl,"" Yn), then the inner product (x, y) is defined to be the num­
ber Li XiYi' 

A subset {Ul, ... , un} of [Rn is called an orthonormal basis if (U i , Uj ) = bij; 
that is, (ui, ui) = 1 for all i and (Ui, u) = 0 when i i= j (it is easy to see that an 
orthonormal basis is a basis, for it is a linearly independent subset of [Rn 

having n elements). The standard basis is an orthonormal basis. If {u l , ... , un} 
is an orthonormal basis and if x = Li XiUi' then (x, x) = (Li XiUi, Lj XjUj) = 
Li,j XiXj(Ui, uj) = Li xf· If x = (Xl' ... , Xn) E [Rn, define Ilx II = JLi xf (thus, 
IIxI12 = (x, x)), and define the distance between x and Y to be Ilx - YII. 

Definition. A motion is a distance-preserving function T: [Rn ~ [Rn; that is, 
II Tx - Tyll = IIx - yll for all x, Y E [Rn. 

It is plain that if WE [Rn, then the function Tw: [Rn ~ [Rn, defined by Tw(x) = 
x + W for all x E [Rn, is a motion (Tw is called translation by w). Of course, 
Tw(O) = w, so that Tw is not a linear transformation if w i= O. 

Definition. A linear transformation S: [Rn ~ [Rn is orthogonal if IISxl1 = IIxll 
for all x E [Rn. 

Lemma 3.26. 

(i) A linear transformation S: [Rn ~ [Rn is orthogonal if and only if {Sel"'" 
Sen} is an orthonormal basis (where {el, ... , cn} is the standard basis). 

(ii) Every orthogonal transformation S is a motion. 

Proof. (i) Assume that S is orthogonal. If x = Li Xiei and Y = Li YiCi, then 

Ilx + yI1 2 - IIxII2 - IIyI1 2 = 2 L XiYi = 2(x, y). 
i 

In particular, 
IISx + SyI1 2 - IISxl1 2 - IISyI1 2 = 2(Sx, Sy). 

Since IIx + yI1 2 = IIS(x + y)11 2 = IISx + SY112, we have (Sx, Sy) = (x, y) for all 
x, y. In particular, 

bij = (ei' Cj) = (Sei, Sej ), 

so that {Se l , ... , Sen} is an orthonormal basis. 
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Conversely, if x = Li Xi"i, then Sx = Li XiSBi, 

IISxl1 2 = (Sx, Sx) = L xixiSei, Sej ) = L xf = Ilx11 2, 
i,j i 

and S is orthogonal. 
(ii) If x = Li Xi"i and Y = Li Yi"i, then 

IILi (Xi - y;)SB;l12 = Li (Xi - y;)2 = Ilx - Y112 . 
IISx - SYI12 = IIS(x _ y)11 2 = 

• 
Notice that every orthogonal transformation (as is every motion) is an 

injection, for if X # y, then ° # Ilx - yll = IISx - Syll and Sx # Sy; since S is 
a linear transformation on IRn with nullity 0, it follows that S is invertible. It 
is easy to see that if S is orthogonal, then so is S-l. 

Lemma 3.27. Every motion S: IRn -+ IRn fixing the origin is a linear transforma­
tion, hence is orthogonal. 

Proof. We begin by showing that a motion T fixing ° and each of the elements 
in the standard basis must be the identity. If x = (Xl' ... , xn), denote Tx by 
(Yl"'" Yn)· Since TO = 0, II Txll = II Tx - TOil = Ilx - Oil = Ilxll gives 

yi + .. , + y; = xi + ... + x;. 
But also II Tx - "III = II Tx - T"lll = Ilx - "III gives 

(Yl - 1)2 + y~ + ... + Y; = (Xl - 1)2 + x~ + ... + x;. 

Subtracting gives 2Yl - 1 = 2Xl - 1, and Yl = Xl' A similar argument gives 
Yi = Xi for all i, so that Tx = x. 

Assume now that T,,; = U; for i = 1, ... , n, and let S: IRn -+ IRn be the linear 
transformation with SB; = U i for all i. Now TS- l is a motion (being the com­
posite oft~o motions) that fixes the standard basis and 0, and so T = S. • 

Theorem 3.28. 

(i) The set O(n, IR) of all motions S: IRn -+ IRn fixing the origin is a subgroup of 
GL(n, IR) (called the real orthogonal group). 

(ii) Every motion T: IRn -+ IRn is the composite of a translation and an orthogonal 
transformation, and the set M(n, IR) of all motions is a group (called the real 
group of motions). 

Proof. (i) Routine, using the lemma. 
(ii) Let T be a motion, and let T(O) = w. If S is translation by - w (i.e., 

Sx = x - w for all x), then ST is a motion fixing 0, hence is orthogonal, hence 
is a bijection; therefore, T = S-l(ST) is a bijection. The reader may now 
show that the inverse of a motion is a motion, and that the composite of 
motions is a motion. • 

Theorem 3.29. A function T: IRn -+ IRn fixing the origin is a motion if and only 
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if it preserves inner products: 

(Tx, Ty) = (x, y) for all x, y E IRn. 

Proof. If x, y E IRn, 

Ilx + yl12 = (x + y, x + y) = IIxl1 2 + 2(x, y) + lIyV 

Similarly, since T is linear (by Lemma 3.27), 

II T(x + Y)112 = (T(x + y), T(x + y)) 

= (Tx + Ty, Tx + Ty) 

= IITxl12 + 2(Tx, Ty) + IITYI12. 

65 

By hypothesis, Ilx + yl12 = IIT(x + Y)112, IIxl12 = IITxI12, and IIyl12 = II Ty1l2, 
so that 2(x, y) = 2(Tx, Ty) and (x, y) = (Tx, Ty). 

Conversely, if T preserves inner products, then 

Ilx - yl12 = (x - y, x - y) = (Tx - Ty, Tx - Ty) = IITx - Tyl12 

for all x, y E IRn. Therefore, T preserves distance, hence is a motion. • 

The geometric interpretation of this theorem is that every motion fixing 
the origin preserves angles, for (x, y) = II xliii y II cos e, where e is the angle 
between x and y. Of course, all motions preserve lines and planes; they are, 
after all, linear. For example, given a line t = {y + rx: r E IR} (where x and y 
are fixed vectors) and a motion TwS (where Tw is translation by wand S is 
orthogonal), then TwS(t) = {Tw(Sy + rSx): r E IR} = {(w + Sy) + rSx: r E IR} 
is also a line. 

Definition. A matrix A E GL(n, IR) is orthogonal if AAt = E, where At denotes 
the transpose of A. 

Denote the ith row of A by ai. Since the i,j entry of AAt is (ai' aj ), it follows 
that {a l , ... , an} is an orthonormal basis of IRn. If T is an orthogonal transfor­
mation with Tlli = ai for all i, then the matrix of T relative to the standard 
basis is an orthogonal matrix. It follows that O(n, IR) is isomorphic to the 
multiplicative group of all n x n orthogonal matrices. 

Since det At = det A, it follows that if A is orthogonal, then (det A)2 = 1, 
and so det A = ± 1. 

Definition. A motion T fixing the origin is called a rotation (or is orientation­
preserving) if det T = 1. The set of all rotations form a subgroup SO(n, IR) :s; 
O(n, IR), called the rotation group. A motion fixing the origin is called orienta­
tion-reversing if det T = - 1. 

Of course, [O(n, IR) : SO(n, IR)] = 2. 
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Here are some examples of orientation-reversing motions. It is a standard 
result of linear algebra that if W is any subspace of jRH and W.L = {v E V: 
(v, w) = 0 for all W E W}, then dim W.L = n - dim W. A hyperplane H in jRn is 
a translate of a subspace W of dimension n - 1: H = W + Va for some vector 
Vo. If H is a hyperplane through the origin (that is, H = W is a subspace of 
dimension n - 1), then dim H.L = 1, and so there is a nonzero vector a with 
(a, h) = 0 for all hE H; multiplying by a scalar if necessary, we may assume 
that a is a unit vector. 

If t is a line in the plane, then the reflection in t is the motion p: [R2 --. jR2 

which fixes every point on t and which interchanges all points x and x' 
equidistant from t (as illustrated in Figure 3.3; thus, t behaves as a mirror). 
More generally, define the reflection in a hyperplane H as the motion that 
fixes every point of H and that interchanges points equidistant from H. If p 
is to be a linear transformation, then H must be a line through the origin, for 
the only points fixed by p lie on H. 

x .... .... 
.... 

'" .... 
.... 

'" '" 

Figure 3.3 

'" .... 
"'x' 

Theorem 3.30. Every reflection p in a hyperplane H through the origin is 
orientation-reversing. 

Proof. Choose a unit vector a E jRH with (h, a) = 0 for all h E H. Define 
p': jRn --.jRn by p'(X) = X - 2(x, a)a for all x E jRn. If x E H, then (x, a) = 0, 
x - 2(x, a)a = x, and p' fixes x; if x ¢ H, then x = h + ra, where hE Hand 
r E jR. Now (x, a) = (h + ra, a) = r and x - 2(x, a)a = h - ra; hence, 
p'(h + ra) = h - ra, so that p' interchanges pairs of vectors equidistant from 
H and fixes H pointwise. Hence, p' = p. 

If {hI' ... , hn-d is a basis of H, then {hI' ... , hH- I , a} is a basis of JRH. 
Relative to the latter basis, the matrix of p is diagonal with diagonal entries 
1, 1, ... , 1, -1; therefore, det p = -1 and p is orientation-reversing. • 
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Let us now consider the case n = 2. If we identify [R2 with the complex 
numbers C~ then perpendicular unit vectors U 1 and U 2 have the form U 1 = e iB 

and u2 = e"", where qJ = fJ ± n/2. It follows that if 

is an orthogonal matrix, then its columns are the real and imaginary parts of 
Ae1 and Ae2 . Therefore, either 

A = [C~SfJ c~s(e+!n)] = [cose -Sine] 
sme sm(e+!n) sine cose 

and det A = 1 (so that A corresponds to rotation about the origin by the 
angle fJ) or 

A = [cose cos(e-!n)] = [cose Sine] 
sine sin(e-!n) sine -cose 

and det A = -1 (so that A corresponds to reflection in the line t through the 
origin having slope tan fJ). In particular, the matrix 

B=[~ -~J 
corresponds to the motion (x, y) H (x, - y) which is the reflection in the 
x-axis. 

With this background, we now pose the following problem. Let Ll be a 
figure in the plane having its center of gravity at the origin. Define 

yeLl) = {S E 0(2, [R): S(Ll) = Ll}. 

Of course, S(Ll) = {x E [R2: x = S(y) for some YEll}. If Ll is a triangle with 
vertices a, b, and c and if S is a motion, then S(Ll) is also a triangle, say, with 
vertices Sa, Sb, and Sc; if S E Y(Ll), then S permutes X = {a, b, c}. It follows 
that Y(Ll) acts on X: there is a homomorphism ljJ: Y(Ll) -+ Sx, namely, S H 

SIX, the restriction of S to X. Now ljJ is an injection, for a linear transforma­
tion on [R2 is determined by its values on an independent set of two vectors. It 
follows that yeLl) is a finite group; indeed, yeLl) is isomorphic to a subgroup 
of S3' If Ll is an equilateral triangle, then Y(Ll) ~ S3 (see Exercise 3.58 below); 
if Ll is only an isosceles triangle, then yeLl) ~ 1'.2; if Ll is not even isosceles, 
then Y(Ll) = 1. The group Y(Ll) thus "measures" the amount of symmetry 
present in Ll: bigger groups arise from "more symmetric" triangles. A circle Ll 
with center at the origin is very symmetric, for Y(Ll) is an infinite group (for 
every fJ, it contains rotation about the origin by the angle fJ). One calls yeLl) 
the symmetry group of the figure Ll. 

Theorem 3.31. If Ll is a regular polygon with n vertices, then yeLl) is a group of 



68 3. Symmetric Groups and G-Sets 

order 2n which is generated by two elements Sand T such that 

sn = 1, T2 = 1, and TST = S-1. 

Proof. We may assume that the origin is the center of gravity of.1 and that 
one vertex of .1 lies on the x-axis. Observe that 9"(.1) is finite: as in the 
example of triangles, it can be imbedded in the group of all permutatons of 
the vertices. Now each S E 9"(.1) also permutes the edges of .1; indeed, regu­
larity (that is, all edges having the same length) implies that 9"(.1) acts transi­
tively on the n edges. Since the stabilizer of an edge has order 2 (the endpoints 
can be interchanged), Theorem 3.19 gives 19"(.1)1 = 2n. If S is rotation by 
(360jnt and T is reflection in the x-axis, then it is easy to check that 9"(.1) = 
<S, T) and that Sand T satisfy the displayed relations. • 

Definition. The dihedral group 3 D2n , for 2n ;;::: 4, is a group of order 2n which 
is generated by two elements sand t such that 

sn = 1, and 

Note that D2n is not abelian for all n ;;::: 3, while D4 is the 4-group V. 
The next result explains the ubiquity of dihedral groups. 

Theorem 3.32. If G is a finite group and if a, bEG have order 2, then <a, b) ~ 
D2n for some n. 

Proof. Since G is finite, the element ab has finite order n, say. If s = ab, then 
asa = a(ab)a = ba = (ab)-1 = s-1, because both a and b have order 2. 

I t remains to show that 1< a, b) I = 2n (of course, 1 < a, b) I = 2m for some m, 
but it is not obvious that m = n). We claim that as i =F 1 for all i ;;::: O. Other­
wise, choose i ;;::: 0 minimal with as i = 1. Now i =F 0 (for a =F 1) and i =F 1 (lest 
1 = as = aab = b), so that i ;;::: 2. But 1 = as i = aabsi-l = bSi- 1; conjugating 
by b gives 1 = Si-1b = si- 2abb = Si-2a, and conjugating by a now gives 
as i- 2 = 1, contradicting the minimal choice of i. It follows that as i =F si for all 
i,j; hence <a, b) contains the disjoint union <s) u a<s), and so I<a, b)1 = 
I<a, s)1 ;;::: 2n. For the reverse inequality, it suffices to show that 

H = {ais i: 0 ~j < 2, 0 ~ i < n} 

is a subgroup. Using Corollary 2.4, one need check only four cases: asiask = 
s-is.k = sk-i E.H; asisk = asi+k E H; Sisk = Si+k E H; siask = a(asia)sk = 
as- l sk = ask- l E H. • 

Elements of order 2 arise often enough to merit a name; they are called 
involutions. 

3 In earlier editions, I denoted D2• by D •. 
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Let 0 be a figure in ~3 with its center of gravity at the origin, and define 

Y'(O) = {S E 0(3, ~): S(O) = O}. 

If 0 = :En is the regular solid having n (congruent) faces, each of which has k 
edges, then Y'(:En) acts transitively on the set of n faces of :En (this is essentially 
the definition of regularity), while the stabilizer of a face f (which is a regular 
k-gon) consists of the k rotations of f about its center. By Theorem 3.19, 
Y'(:En) has order nk. 

It is a classical result that there are only five regular solids: the tetrahedron 
:E4 with 4 triangular faces; the cube:E6 with 6 square faces; the octahedron :Es 
with 8 triangular faces; the dodecahedron :E12 with 12 pentagonal faces; the 
icosahedron :E20 with 20 triangular faces. The rotation groups of these solids 
thus have orders 12, 24, 24, 60, and 60, respectively. 

These considerations suggest investigation of the finite subgroups of the 
orthogonal groups O(n, ~). It can be shown that the finite subgroups of 
0(2, ~) are isomorphic to either D2n or 7i.n, and that the finite subgroups of 
0(3, ~) are isomorphic to either D2n> 7i.n> A4, S4, or As· 

EXERCISES 

3.49. Prove that D4 ~ V and D6 ~ S3· 

3.50. Prove that D12 ~ S3 X 1.2. 

3.51. Let G be a transitive subgroup of S4· 
(i) Ifrn = [G: G n V], then rn16. 
(ii) Ifrn = 6, then G = S4; ifrn = 3, then G = A4; ifrn = 1, then G = V; ifrn = 2, 

then either G ~ 1.4 or G ~ Ds· 

3.52. (i) (von Dyck (1882». Prove that .9'(l:4) ~ A4 and that .9'(l:6) ~ S4 ~ .9'(l:s)· 
(Hint. A4 = (s, t), where S2 = t3 = (st)3 = 1; S4 = (s, t), where S2 = t3 = 

(stt = 1.) 
(ii) (Hamilton (1856». Prove that .9'(l:12) ~ As ~ .9'(l:20)· (Hint. As = (s, t), 

where S2 = t3 = (st)S = 1.) 
(Because of this exercise, A4 is also called the tetrahedral group, S4 is also called 
the octahedral group, and As is also called the icosahedral group.) 

3.53. Let Tr(n, \R) denote the set of all the translations of \Rn• Show that Tr(n, \R) is an 
abelian normal subgroup ofthe group of motions M(n, \R), and M(n, \R)/Tr(n, \R) 

~ O(n, \R). 

3.54. It can be shown that every S E SO(3, \R) has 1 as an eigenvalue (there is thus a 
nonzero vector v with Sv = v). Using this, show that the matrix of S (relative to 

a suitable basis of \R3) is 

[ ~ co~ e -s~n eJ. 
o sine cose 

3.55. Prove that the circle group T is isomorphic to SO(2, \R). 
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3.56. Let (j) = e2ni/• be a primitive nth root of unity. Show that the matrices 

and B = [~ ~J 
generate a subgroup of GL(2, q isomorphic to D2•• 

3.57. What is the center Z(D2.)? (Hint. Every element of D has a factorization sit).) 

3.58. If'::\ is an equilateral triangle in [R2 with its center of gravity at the origin, show 
that 9'(.::\) is generated by 

-[-t ./3/2J 
A - ./3/2 -t and 

3.59. How many bracelets are there having n beads each of which can be painted any 
one of q colors? (Hint. Use Corollary 3.25; D2• is the group that is acting.) 

We now show how one can use groups to prove geometric theorems. 
Recall that if u, v E 1R2, then the line segment with endpoints u and v, de­

noted by [u, v], consists of all vectors tu + (1 - t)v, where 0::::;; t ::::;; 1. If u, v, w 
are the vertices of a triangle !l., then we will denote !l. by [u, v, W]. 

Definition. If v l' ... , Vn E 1R2, then a convex combination of v 1, ... , Vn is a linear 
combination L tivi, where all ti ~ ° and L ti = 1. 

Lemma 3.33. If!l. = [V1' V2' V3] is a triangle, then!l. consists of all the convex 
combinations of v1, v2, v3· 

Proof. Denote the set of all convex combinations of V1' V2' V3 by C. We first 
show that C c !l.. Let c = t1 V1 + t2 V2 + t3 V3 belong to C. If t3 = 1, then 
c = V3 E !l.. If t3 "# 1, then q = td(1 - t3)V1 + t2/(1 - t3)V2 is a convex com­
bination of V1 and V2' hence lies on the line segment [V1' V2] c !l.. Finally, 
c = (1 - t3)q + t3v3 E!l., for it is a convex combination of q and V3' and 
hence it lies on the line segment joining these two points (which is wholly 
inside of !l.). -

For the reverse inclusion, take 0 E!l.. It is clear that C contains the perime­
ter of !l. (such points lie on line segments, which consist of convex com­
binations of two vertices). If 0 is an interior point, then it lies on a line 
segment [u, w], where u and w lie on the perimeter (indeed, it lies on many 
such segments). Thus, 0 = tu + (1 - t)w for some 0::::;; t ::::;; 1. Write u = 

t1v1 + t2v2 + t3v3 and w = SlV1 + S2V2 + S3V3, where ti ~ 0, Si ~ ° and 
L~=l ti = 1 = L~=l Si' It suffices to show that 0 = t(L tiVi) + (1 - t)(L SiVi) = 
L [UiVi+(1- t)S;] Vi is a convex combination of V1, V2' V3' But tti+(1- t)Si~ 
0, because each of its terms is nonnegative, while L [ui + (1 - t)s;] = 

t(L til + (1 - t)(L Si) = t + (1 - t) = 1. • 

Definition. A function cp: 1R2 ---+ 1R2 is an affine map if there is a nonsingular 
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linear transformation A: 1R2 --. 1R2 and a vector Z E 1R2 such that for all v E 1R2 , , 
q>(v) = A(V) + z. 

The set of all affine maps under composition, denoted by Aff(2, IR), is called 
the affine group of the plane. 

Lemma 3.34. Let q> be an affine map. 

(i) q> preserves all convex combinations. 
(ii) q> preserves line segments: for all u, v, q>([u, v]) = [q>u, q>v]. 

(iii) The point tu + (1 - t)v, for 0::;; t ::;; 1, is called the t-point of [u, v]. If Z is 
the t-point of [u, v], where 0::;; t::;; 1, then q>z is the t-point of [q>u, q>v]. In 
particular, q> preserves midpoints of line segments. 

(iv) q> preserves triangles: if A = [u, v, w] is a triangle, then q>(A) is the triangle 
[q>u, q>v, q>w]. 

Proof. (i) Let q>x = AX + z, where A is a nonsingular linear transformation 
and Z E 1R2.IfLi tivi is a convex combination, then 

q>( ~ tiVi) = A ~ tiVi + Z 

=A~tiVi+(~t)Z 

= ~ ti(AVi) + ( ~ ti) Z 

= L ti(AVi + z) = L tiq>(V;). 
i i 

(ii) Immediate from (i), for [u, v] is the set of all convex combinations of u 
and v. 

(iii) Immediate from (i). 
(iv) Immediate from (i) and Lemma 3.33. • 

Lemma 3.35. Points u, v, win 1R2 are collinear if and only if {u - w, v - w} is 
a linearly dependent set. 

Proof. Suppose that u, v, w lie on a line t, and let t consist of all vectors of the 
form ry + z, where r E IR and y, Z E 1R2. There are thus numbers ri with u = 
r1y + z, y = r2Y + z, and w = r3Y + z. Therefore, u - w = (r1 - r3)Y and 
v - w = (r2 - r3)y form a linearly dependent set. 

Conversely, suppose that u - w = r(v - w), where r E IR. It is easily seen 
that u, v, w all lie on the line t consisting of all vectors ofthe form t(v-w)+ w, 
where t E IR. • 

Lemma 3.36. If A = [u, v, w] and A' = [u', Vi, Wi], are triangles, then there is 
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an affine map ({J with ({JU = u', ({JV = v', and ({JW = w'. Thus, Aff(2, IR) acts 
transitively on the family of all triangles in 1R2. 

Proof. The vertices u, v, w of a triangle are not collinear, so that the vectors 
u - wand v - w form a linearly independent set, hence comprise a basis of 
1R2; similarly, {u' - w', v' - w'} is also a basis of 1R2. There thus exists a 
nonsingular linear transformation 2 with 2(u - w) = u' - w' and 2(v - w) = 
v' - w'. If z = w' - 2(w), then define ({J by 

((J(x) = 2(x) + w' - 2(w) = 2(x - w) + w'. 

It is easy to see that ({J is an affine map which carries u, v, w to u', v', w', 
respectively. It follows from Lemma 3.33 that ({J(A) = A'. • 

Theorem 3.37. For every triangle A, the medians meet in a common point which 
is a ~-point on each of the medians. 

Proof. It is easy to see that the theorem is true in the special case of an 
equilateral triangle. E. By Lemma 3.36, there exists an affine map ({J with 
({J(E) = A. By Lemma 3.34, ({J preserves collinearity, medians and ~-points . 

• 
The reader is invited to prove other geometric theorems in this spirit, using 

the (easily established) fact that affine maps preserve parallel lines as well as 
conic sections (in particular, every ellipse is of the form ((J(A), where A is the 
unit circle, for these are the only bounded (compact) conic sections). 

F. Klein's Erlangen Program (1872) uses groups to classify different geome­
tries on the plane (or more general spaces). If G ::; S1R2, then a property P of a 
figure A in 1R2 is an invariant of G if ({J(A) has property P for all ({J E G. For 
example, invariants of the group M(2, IR) of all motions include collinearity, 
length, angle, and area; the corresponding geometry is the usual geometry of 
Euclid. Invariants of Aff(2, IR) include collinearity, triangles, line segments, 
and t-points of line segments, parallelism, conic sections; the corresponding 
geometry is called affine geometry. Other groups may give other geometries. 
For example, if G is the group of all homeomorphisms of the plane, then 
invariants include connectedness, compactness, and dimensionality; the cor­
responding geometry is called topology. 



CHAPTER 4 

The Sylow Theorems 

p-Groups 

The order of a group G has consequences for its structure. A rough rule of 
thumb is that the more complicated the prime factorization of I G I, the more 
complicated the group. In particular, the fewer the number of distinct prime 
factors in IGI, the more tractible it is. We now study the "local" case when 
only one prime divides I GI. 

Definition. If p is a prime, then a p-group is a group in which every element 
has order a power of p. 

Corollary 4.3 below gives a simple characterization of finite p-groups. 

Lemma 4.1. If G is a finite abelian group whose order is divisible by a prime p, 
then G contains an element of order p. 

Proof. Write IGI = pm, where m ~ 1. We proceed by induction on m after 
noting that the base step is clearly true. For the inductive step, choose x E G 
of order t > 1. If pit, then Exercise 2.11 shows that x t/p has order p, and the 
lemma is proved. We may, therefore, assume that the order of x is not divisi­
ble by p. Since G is abelian, <x) is a normal subgroup of G, and GI<x) is an 
abelian group of order IGl/t = pmlt. Since pit, we must have mit < m an 
integer. By induction, GI<x) contains an element y* of order p. But the 
natural map v: G -+ GI<x) is a surjection, and so there is y E G with v(y) = 

y*. By Exercise 2.14, the order of y is a multiple of p, and we have returned to 
the first case. • 
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We now remove the hypothesis that G is abelian. 

Theorem 4.2 (Cauchy, 1845). If G is a finite group whose order is divisible by 
a prime p, then G contains an element of order p. 

Proof. Recall Theorem 3.2. If x E G, then the number of conjugates of x is 
[G: CG(x)], where CG(x) is the centralizer of x in G. If x ¢ Z(G), then its 
conjugacy class has more than one element, and so ICG(x)1 < IGI. IfpIICG(x)1 
for such a noncentral x, we are done, by induction. Therefore, we may assume 
that pIlCG(x)1 for all noncentral x in G. Better, since IGI = [G: CG(x)] I CG(x) I, 
we may assume that pi [G : CG(x)] (using Euclid's lemma, which applies be­
cause p is prime). 

Partition G into its conjugacy classes and count (recall that Z(G) consists 
of all the elements of G whose conjugacy class has just one element): 

IGI = IZ(G)I + L [G: CG(Xi)], 
i 

where one Xi is selected from each conjugacy class with more than one ele­
ment. Since IGI and all [G: CG(xi)1 are divisible by p, it follows that IZ(G)I is 
divisible by p. But Z(G) is abelian, and so it contains an element of order p, 
by the lemma. • 

Definition. Equation (*) above is called the class equation of the finite 
group G. 

Here is a second proof of Cauchy's theorem, due to J.H. McKay, which 
avoids the class equation. Assume that p is a prime and that G is a finite 
group. Define 

x = {(a l , ... , ap) E G x ... x G: a l a2 ... ap = 1}. 

Note that IXI = I GIP-l, for having chosen the first p - 1 coordinates arbi­
trarily, we must set ap = (al a2 ... ap_lfl . Now X is a ~>set, where g E 7l.p 
acts by cyclically permuting the coordinates (since al ... apa l ... ai - l is a con­
jugate of al a2 ... ap, the product of the permuted coordinates is also equal to 
1). By Corollary 3.21, each orbit of X has either 1 or p elements. An orbit with 
just one element is a p-tuple having all its coordinates equal, say, ai = a for 
all i; in other words, such orbits correspond to elements a E G with aP = 1. 
Clearly (1, ... , 1) is such an orbit; were this the only such orbit, then we 
would have 

IXI = IGIP-l = 1 + kp 

for some integer k ~ 0; that is, IGIP- l == 1 mod p. If p divides IGI, however, 
this is a contradiction, and so we conclude that G must have an element of 
order p. (As A. Mann remarked to me, if I G I is not divisible by p, then we have 
proved Fermat's theorem.) 
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Corollary 4.3. A finite group G is a p-group if and only if IGI is a power of p. 

Proof. If IGI = pm, then Lagrange's theorem shows that G is a p-group. Con­
versely, assume that there is a prime q "# p which divides IGI. By Cauchy's 
theorem, G contains an element of order q, and this contradicts G being a 
p-group. • 

Theorem 4.4. If G "# 1 is a finite p-group, then its center Z(G) "# 1. 

Proof. Consider the class equation 

IGI = IZ(G)I + L [G: CG(xi)]. 

Each CG(Xi) is a proper subgroup of G, for Xi ¢ Z(G). By Corollary 4.3, 
[G: CG(xi)] is a power of p (since IGI is). Thus, p divides each [G: CG(xi )], 

and so p divides IZ(G)I. • 

If G is a finite simple p-group, then G = Z(G) and G is abelian; therefore, G 
must be cyclic of order p. Theorem 4.4 is false for infinite p-groups. 

Corollary 4.5. If p is a prime, then every group G of order p2 is abelian. 

Proof. If G is not abelian, then Z(G) < G; since 1 "# Z(G), we must have 
IZ(G)I = p. The quotient group G/Z(G) is defined, since Z(G) <J G, and it is 
cyclic, because I G/Z(G) I = p; this contradicts Exercise 3.3. • 

Theorem 4.6. Let G be a finite p-group. 

(i) If H is a proper subgroup of G, then H < NG(H). 
(ii) Every maximal subgroup of G is normal and has index p. 

Proof. (i) If H <J G, then NG(H) = G and the theorem is true. If X is the set of 
all the conjugates of H, then we may assume that IXI = [G: NG(H)] "# 1. 
Now G acts on X by conjugation and, since G is a p-group, every orbit of X 
has size a power of p. As {H} is an orbit of size 1, there must be at least p - 1 
other orbits of size 1. Thus there is at least one conjugate gHg-1 "# H with 
{gHg-1} also an orbit of size 1. Now agHg-1a-1 = gHg-1 for all a E H, and 
so g-1ag E NG(H) for all a E H. But gHg-1 "# H gives at least one a E H with 
g-1ag ¢ H, and so H < NG(H). 

(ii) If H is a maximal subgroup of G, then H < N G(H) implies that N G(H) = 
G; that is, H <J G. By Exercise 2.58, [G: H] = p. • 

Lemma 4.7. If G is a finite p-group and r 1 is the number of subgroups of G 
having order p, then r 1 == 1 mod p. 

Proof. Let us first count the number of elements of order p. Since Z(G) is 
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abelian, all its elements of order p together with 1 form a subgroup H whose 
order is a power of p; hence the number of central elements of order p is 
IHI - 1 == -1 mod p. If x EGis of order p and not central, then its con­
jugacy class xG consists of several elements of order p; that is, IxGI > 1 is an 
"honest" power of p, by Theorem 3.2. It follows that the number of elements 
in G of order p is congruent to -1 mod p; say, there are mp - 1 such ele­
ments. Since the intersection of any distinct pair of subgroups of order p is 
trivial, the number of elements of order p is r1 (p - 1). But r 1 (p - 1) = mp - 1 
implies r 1 == 1 mod p. • 

Theorem 4.8. If G is a finite p-group and r. is the number of subgroups of G 

having order p', then rs == 1 mod p. 

Proof. Let H be a subgroup of order pS, and let K l' ... , Ka be the subgroups 
of G of order ps+! which contain it; we claim that a == 1 mod p. Every sub­
group of G which normalizes H is contained in N = NG(H); in particular, 
each K j lies in N, for Lemma 4.6(ii) shows that H <l K j for all j. By the 
Correspondence Theorem, the number of subgroups of order p in NIH is 
equal to the number of subgroups of N containing H which have order pS+1. 
By the lemma, a == 1 mod p. 

Now let K be a subgroup of order ps+!, and let H1, ... , Hb be its subgroups 
of order pS; we claim that b == 1 mod p. By the lemma, Hi <l K for all i. Since 
H1H2 = K (for the Hi are maximal subgroups of K), the product formula 
(Theorem 2.20) gives IDI = ps-l, where D = H1 (l H2, and [K: D] = p2. By 
Corollary 4.5, the group KID is abelian; moreover, KID is generated by two 
subgroups of order p, namely, HJD for i = 1, 2, and so it is not cyclic. By 
Exercise 2.68, KID ~ Zp x Zp. Therefore, KID has p2 - 1 elements of order 
p and hence has p + 1 = (p2 - 1)/(p - 1) subgroups of order p. The Corre­
spondence Theorem gives p + 1 subgroups of K of order p' containing D. 
Suppose there is some Hj with D 1, Hj • Let E = H1 (l Hj ; as above, there is a 
new list of p + 1 subgroups of K of order pS containing E, one of which is H 1. 
Indeed, H1 = ED is the only subgroup on both lists. Therefore, there are p 
new subgroups and 1 + 2p subgroups counted so far. If some H, has not yet 
been listed, repeat this procedure beginning with H1 (l H, to obtain p new 
subgroups. Eventually, all the Hi will be listed, and so the number of them is 
b = 1 + mp for some m. Hence, b == 1 mod p. 

Let H 1, ... , Hr be all the subgroups of G of order pS, and let K 1 , ... , K 
s r5 +1 

be all the subgroups of order ps+!. For each Hi' let there be ai subgroups of 
order pS+1 containing Hi; for each K j , let there be bj subgroups of order pS 
contained in K j • 

Now 

for either sum counts each K j with multiplicity the number of H's it contains. 
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Since ai == 1 mod p for all i and bj == 1 mod p for all j, it follows that r. == 
rs +1 mod p. Lemma 4.7 now gives the result, for r 1 == 1 mod p. • 

Each term in the class equation of a finite group G is a divisor of IGI, so 
that multiplying by IGI-1 gives an equation of the form 1 = Lj (1/ij) with 
each ij a positive integer; moreover, IGI is the largest ij occurring in this 
expression. 

Lemma 4.9 (Landau, 1903). Given n > 0 and q E iQ, there are only finitely 
many n-tuples (i1' ... , in) of positive integers such that q = Lj=1 (Iii). 

Proof. We do an induction on n; the base step n = 1 is obviously true. Since 
there are only n! permutations of n objects, it suffices to prove that there are 
only finitely many n-tuples (i1, ... , in) with i1 ::; i2 ::; ... ::; in which satisfy the 
equation q = Lj=1 (1/ij). For any such n-tuple, we have i1 ::; n/q, for 

q = l/i1 + ... + llin ::; l/i1 + ... + l/i1 = nli1· 

But for each positive integer k::; nlq, induction gives only finitely many 
(n - 1)-typles (i2' ... , in) of positive integers with q - (11k) = Lj=2 (1/ij). This 
completes the proof, for there are only finitely many such k. • 

Theorem 4.10. For every n ~ 1, there are only finitely many finite groups 
having exactly n conjugacy classes. 

Proof. Assume that G is a finite group having exactly n conjugacy classes. If 
IZ(G)I = m, then the class equation is 

n 

IGI = IZ(G)I + L [G: CG(Xj)]. 
j=m+l 

If ij = IGI for 1 ~j ~ m and ij = IGI/[G: CG(Xj)] = I CG(Xj) I for m + 1 ::;j::; 
n, then 1 = Lj=1 (llij). By the lemma, there are only finitely many such n­
tuples, and so there is a maximum value for all possible i/s occurring therein, 
say, M. It follows that a finite group G having exactly n conjugacy classes has 
order at most M. But Exercise 1.41 shows that there are only finitely many 
(nonisomorphic) groups of any given order. • 

EXERCISES 

4.1. Let H <J G.lfboth Hand G/H are p-groups, then G is a p-group. 

4.2. If IGI = pn, where p is prime, and if 0::; k :$; n, then G contains a normal sub­
group of order pk. 

4.3. Let G be a finite p-group, and let H be a nontrivial normal subgroup of G. Prove 

that H n Z(G) *" 1. 

4.4. Let G be a finite p-group; show that if H is a normal subgroup of G having order 
p, then H :$; Z(G). 
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4.5. Let H be a proper subgroup of a finite p-group G. If IHI = pS, then there is a 
subgroup of order ps+l containing H. 

4.6. Let p be a prime, let G be a finite group whose order is divisible by p, and assume 
that P ::; G is a maximal p-subgroup (if Q ::; G is a p-subgroup and P ::; Q, then 

P = Q). 
(i) Every conjugate of P is also a maximal p-subgroup. 

(ii) If P is the only maximal p-subgroup of G, then P <1 G. 

4.7. If p is a prime and G is a nonabe1ian group of order p3, then IZ(G)I =p, GjZ(G) ~ 
7l.p x 7l.p , and Z(G) = G', the commutator subgroup. 

4.8. Prove that the number of normal subgroups of order pS of a finite p-group G is 
congruent to 1 mod p. 

The Sylow Theorems 

The main results of this section are fundamental for understanding the struc­
ture of a finite group. If pe is the largest power of p dividing I G I, then we shall 
see that G contains a subgroup of order pe. Any two such subgroups are 
isomorphic (indeed, they are conjugate), and the number of them can be 
counted within a congruence. 

Definition. If p is a prime, then a Sylow p-suhgroup P of a group G is a 
maximal p-subgroup. 

Observe that every p-subgroup of G is contained in some Sylow p-sub­
group; this is obvious when G is finite, and it follows from Zorn's lemma 
when G is infinite. (Although we have allowed infinite groups G, the most 
important groups in this context are finite.) 

Lemma 4.11. Let P be a Sylow p-subgroup of a finite group G. 

(i) I NG(P)jP I is prime to p. 
(ii) If a E G has order some power of p and aPa- 1 = P, then a E P. 

Proof. (i) If p divides ING(P)jPI, then Cauchy's theorem (Theorem 4.2) shows 
that NG(P)IP contains some element Pa of order p; hence, S* = (Pa) has 
order p. By the Correspondence Theorem, there is a subgroup S ::; N G(P) ::; 
G containing P with SIP ~ S*. Since both P and S* are p-groups, Exercise 4.1 
shows that S is a p-group, contradicting the maximality of P. 

(ii) Replacing a by a suitable power of a if necessary, we may assume that 
a has order p. Since a normalizes P, we have a E NG(P), If a ¢ P, then the coset 
Pa E NG(P)IP has order p, and this contradicts (i). • 

The observation suggesting the coming proof is that every conjugate of a 
Sylow p-subgroup is itself a Sylow p-subgroup. 
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Theorem 4.12 (Sylow, 1872). 

(i) If P is a Sylow p-subgroup of a finite group G, then all Sylow p-subgroups 
of G are conjugate to P. 

(ii) If there are r Sylow p-subgroups, then r is a divisor of I G I and r == 1 mod p.l 

Proof. Let X = {PI, ... ,Pr} be the family of all the congugates of P, 
where we have denoted P by Pl' In Theorem 3.17, we saw that G acts on X 
by conjugation: there is a homomorphism t/I: G --+ Sx sending a 1---+ t/la' where 
t/la(PJ = aPia-l. Let Q be a Sylow p-subgroup of G. Restricting t/I to Q shows 
that Q acts on X; by Corollary 3.21, every orbit of X under this action has 
size dividing IQI; that is, every orbit has size some power of p. What does it 
mean to say that one of these orbits has size I? There would be an i with 
t/lAPJ = Pi for all a E Q; that is, aPia- l = Pi for all a E Q. By Lemma 4.11 (ii), 
if a E Q, then a E Pi; that is, Q ::; Pi; since Q is a Sylow p-subgroup, Q = Pi' If 
Q = P = P 1, we conclude that every P-orbit of X has size an "honest" power 
of p save {Pd which has size 1. Therefore, IXI = r == 1 mod p. 

Suppose there were a Sylow p-subgroup Q that is not a conjugate of P; that 
is, Q rt. x. If {Pd is a Q-orbit of size 1, then we have seen that Q = Pi' contra­
dicting Q rt. X. Thus, every Q-orbit of X has size an honest power of p, and so 
p divides IXI; that is, r == 0 mod p. The previous congruence is contradicted, 
and so no such subgroup Q exists. Therefore, every Sylow p-subgroup Q is 
conjugate to P. 

Finally, the number r of conjugates of P is the index of its normalizer, and 
so it is a divisor of I GI. • 

For example, IS41 = 24 = 23 . 3, and so a Sylow 2-subgroup of S4 has order 
8. It is easily seen that Ds ::; S4 if one recalls the symmetries of a square. The 
Sylow theorem says that all the subgroups of S4 of order 8 are conjugate 
(hence isomorphic) and that the number r of them is an odd divisor of 24. 
Since r i= 1, there are 3 such subgroups. 

We have seen, in Exercise 4.6, that if a finite group G has only one Sylow 
p-subgroup P, for some prime p, then P <l G. We can now see that the con­

verse is also true. 

Corollary 4.13. A finite group G has a unique Sylow p-subgroup P, for some 
prime p, if and only if P <l G. 

Proof. If G has only one Sylow p-subgroup P, then P <l G, for any conjugate 
of P is also a Sylow p-subgroup. Conversely, if P is a normal Sylow p­

subgroup of G, then it is unique, for all Sylow p-subgroups of G are conju-

gate. • 

1 Since all Sylow p-subgroups have the same order, this congruence also follows from Theorem 

4.8. 
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Theorem 4.14. If G is a finite group of order pem, where (p, m) = 1, then every 
Sylow p-subgroup P of G has order pe. 

Proof. We claim that [G: P] is prime to p. Now [G: P] = [G : N] [N : P], 
where N = N G(P), and so it suffices to prove that each of the factors is prime to 
p. But [G: N] = r, the number of conjugates of p, so that [G: N] == 1 mod p, 
while [N: P] = IN/PI is prime to p, by Lemma 4. 11 (i). 

By Lagrange's theorem, !PI = pk, where k :::;; e, and so [G: P] = IGI/!PI = 
pe-km. Since [G: P] is prime to p, however, we must have k = e. • 

Corollary 4.15. Let G be a finite group and let p be a prime. If pk divides IGI, 
then G contains a subgroup of order pk. 

Proof. If P is a Sylow p-subgroup of G, then pk divides !PI, and the result now 
follows from Exercise 4.2. • 

We have now seen how much of the converse of Lagrange's theorem (if m 
divides I GI, then G has a subgroup of order m) can be salvaged. If m is a prime 
power, then G contains a subgroup of order m; if m has two distinct prime 
factors, however, we have already seen an example (Theorem 3.7) in which G 
has no subgroup of order m (namely, m = 6 and G = A4 , a group of order 12). 

Since, for each prime p, any two Sylow p-subgroups of a finite group G are 
isomorphic (they are even conjugate), we may list the Sylow subgroups of G, 
one for each prime. It is plain that isomorphic groups G give the same list, 
but the converse is false. For example, both S3 and 7L6 give the same list. 

Here is another proof of Sylow's theorem, due to Wielandt, that does not 
use Cauchy's theorem (and so it gives a third proof of Cauchy's theorem). 

Lemma 4.16. If P is a prime not dividing an integer m, then for all n ~ 1, the 

binomial coefficient (p;:) is not divisible by p. 

Proof. Write the binomial coefficient as follows: 

pnm(pnm - 1)"'(pnm - i)"'(pnm _ pn + 1) 
pn(pn _ 1)"'(pn _ i)"'(pn _ pn + 1) 

Since p is prime, each factor equal to p of the numerator (or of the denomina­
tor) arises from a factor of pnm - i (or of pn - i). If i = 0, then the multiplicity 
of pin pnm and in pn are the same because plm. If 1 :::;; i :::;; pn, then i = pkj, 
where 0 :::;; k < nand p fj. Now pk is the highest power of p dividing pn - i, for 
pn _ i = pn _ pkj = pk(pn-k _ j) and plpn-k - j (because n - k > 0). A simi­
lar argument shows that the highest power of p dividing pnm - i is also pk. 
Therefore, every factor of p upstairs is canceled by a factor of p downstairs, 
and hence the binomial coefficient has no factor equal to p. • 
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Theorem 4.17 (Wielandt's Proof). If G is a finite group of order p·m, where 
(p, m) = 1, then G has a subgroup of order p •. 

Proof. If X is the family of all subsets of G of cardinal p., then IXI is the 
binomial coefficient in the lemma, and so prlXI. Let G act on X by left 
translation: if B is a subset of G with p. elements, then for each g E G, define 

gB = {gb: b E B}. 

Now p cannot divide the size of every orbit of X lest plIXI; therefore, there is 
some B E X with 1(9(B)1 not divisible by p, where (9(B) is the orbit of B. If GB 

is the stabilizer of B, then IGI/IGBI = [G: GBJ = I (9(B) I is prime to p. Hence, 
IGBI = p"m' ~ p. (for some m' dividing m). On the other hand, if bo E Band 
g E GB , then gbo E gB = B (definition of stabilizer); moreover, if g and hare 
distinct elements of GB , then gbo and hbo are distinct elements of B. There­
fore, IGBI ~ IBI = p., and so IGBI = p.. • 

The next technical result is useful. 

Theorem 4.18 (Frattini Argument). Let K be a normal subgroup of a finite 
group G. If P is a Sylow p-subgroup of K (for some prime p), then 

G = KNa(P). 

Proof. If g E G, then gPg-1 ~ gKg-1 = K, because K ~ G. If follows that 
gPg-1 is a Sylow p-subgroup of K, and so there exists k E K with kPk-1 = 
gPg-1. Hence, P = (k-1g)P(k-1g)-1, so that k-1g E Na(P). The required fac­
torization is thus g = k(k-1g). • 

EXERCISES 

4.9. (i) Let X be a finite G-set, and let H :::;; G act transitively on X. Then G = HG" 
for each x E X. 

(ii) Show that the Frattini argument follows from (i). 

4.10. Let {Pi: i E I} be a set of Sylow subgroups ofa finite group G, one for each prime 
divisor of \ G\. Show that G is generated by U Pi' 

4.11. Let P :::;; G be a Sylow subgroup. If NG(p) :::;; H :::;; G, then H is equal to its own 
normalizer; that is H = NG(H)· 

4.12. If a finite group G has a unique Sylow p-subgroup for each prime divisor p of 
\G\, then G is the direct product of its Sylow subgroups. 

4.13. (i) Let G be a finite group and let P :::;; G be a Sylow subgroup. If H <l G, then 
H (\ P is a Sylow subgroup of Hand HPIH is a Sylow subgroup of GIH. 
(Hint. Compare orders.) 

(ii) Let G be a finite group and let P :::;; G be a Sylow subgroup. Give an example 
of a (necessarily non-normal) subgroup H of G with H (\ P not a Sylow 
subgroup of H. 
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4.14. Prove that a Sylow 2-subgroup of As has exactly 5 conjugates. 

4.15. (i) Prove that a Sylow 2-subgroup of Ss is isomorphic to Ds· 
(ii) Prove that Ds x Z2 is isomorphic to a Sylow 2-subgroup of S6· 

4.16. If Q is a normal p-subgroup of a finite group G, then Q ~ P for every Sylow 
p-subgroup P. 

Definition. An n x n matrix A over a commutative ring R is unitriangular if it 
has O's below the diagonal and 1's on the diagonal. The set of all uni­
triangular 3 x 3 matrices over 7Lp is denoted by UT(3, 7Lp}. 

4.17. (i) Show that I G L(3, Z p) I = (p3 - 1 )(p3 _ P )(p3 _ p2). 
(ii) If P is a prime, then UT(3, Zp) is a Sylow p-subgroup of GL(3, Zp). 
(iii) Show that the center of UT(3, Zp) consists of all matrices of the form 

[~ ! n 
4.18. Show that a finite group G can have three Sylow p-subgroups A, B, and C such 

that A n B = 1 and An C oF 1. (Hint. Take G = S3 X S3·) 

4.19. Let IGI = p"m, where plm. If s ~ nand r. is the number of subgroups of G of 
order p', then r. == 1 mod p. 

4.20. (i) Let u = (1 2 3 4 5), let P = <u) ~ S5' and let N = Ns.(P). Show that 
INI = 20 and N = <u, IX), where IX = (2 3 5 4). 

(ii) If A is the group (under composition), 

A = {q>: Zs ..... Zs: q>(x) = IXX + p, IX, P E Zs, IX oF O}, 

then NS5(P) ~ A. (Hint. Show that A = <s, t), where s: x 1-+ x + 1, and 
t: x 1-+ 2x.) 

Groups of Small Order 

We illustrate the power of the Sylow theorems by classifying the groups of 
small order. 

Theorem 4.19. If p is a prime, then every group G of order 2p is either cyclic or 
dihedral. 

Proof. If p = 2, then IGI = 4, and the result is Exercise 2.12. If p is an odd 
prime, then Cauchy's theorem shows that G contains an element s of order p 
and an element t of order 2. If H = (s), then H has index 2 in G, and so H <I 

G. Therefore, tst = Si for some i. Now s = t2st2 = t(tst}t = tsit = Si2 ; hence, 
i2 == 1 mod p and, because p is prime, Euclid's lemma gives i == ± 1 mod p. 
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Thus, either tst = s or tst = S-i. In the first case, sand t commute, G is 
abelian, and Exercises 4.12 and 2.62(ii) give G ~ 71. p X 71.2 ~ 71. 2P ; in the sec-
ond case, G ~ D2p" • 

We now generalize this result by replacing 2 by q. 

Theorem 4.20. Let IGI = pq, where p > q are primes. Then either G is cyclic or 
G = (a, b), where 

bP = 1, 

and mq == 1 mod p but m =1= 1 mod p. If q!p - 1, then the second case cannot 
occur. 

Proof. By Cauchy's theorem, G contains an element b of order p; let S = (b). 
Since S has order p, it has index q. It follows from Exercise 3.33 that S <l G. 

Cauchy's theorem shows that G contains an element a of order q; let 
T = (a). Now T is a Sylow q-subgroup of G, so that the number c of its 
conjugates is 1 + kq for some k ~ O. As above, either c = 1 or c = p. If c = 1, 
then T <l G and G ~ S x T (by Exercise 4.12), and so G ~ 71. p x 71. q ~ 71. pq , by 
Exercise 2.62(ii). In case c = kq + 1 = p, then qlp - 1, and T is not a normal 
subgroup of G. Since S <l G, aba-i = bm for some m; furthermore, we may 
assume that m =1= 1 mod p lest we return to the abelian case. The reader may 
prove, by induction onj, that aiba-i = bmJ• In particular, ifj = q, then mq == 
1 modp .• 

Corollary 4.21. If p > q are primes, then every group G of order pq contains a 
normal subgroup of order p. Moreover, if q does not divide p - 1, then G must 
be cyclic. 

For example, the composite numbers n:5; 100 for which every group of 
order n is cyclic are: 

15, 33, 35, 51,65,69, 77, 85, 87,91,95. 

Definition. The quaternions is a group Q = (a, b) of order 8 with a4 = 1, 
b2 = a2 , and bab-i = a-i. 

We continue describing groups of small order. 

Theorem 4.22. Q and Ds are the only nonabelian groups of order 8. 

Proof. A nonabelian group G of order 8 has no element of order 8 (lest it be 
cyclic), and not every nonidentity element has order 2 (Exercise 1.26); thus, G 
has an element a of order 4. Now (a) <l G, for it has index 2, and G/(a) ~ 71.2. 
If bEG and b rt (a), then b2 E (a) (Exercise 2.16). If b2 = a or b2 = a3 , then 
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b has order 8, a contradiction; therefore, either 

or 

Furthermore, bab-1 E (a), because (a) is normal, so that 

bab-1 = a or 

(these are the only possibilities because a and bab-1 have the same order). 
The first case is ruled out, for G = (a, b) and G is abelian if a and b commute. 
The following case remain: 

(i) a4 = 1, b2 = a2, and bab-1 = a3 ; and 
(ii) a4 = 1, b2 = 1, and bab-1 = a3• 

Since a3 = a-I, (i) describes Q and (ii) describes Ds· • 

Lemma 4.23. If G has order 12 and G '* A4 , then G contains an element of 
order 6; moreover, G has a normal Sylow 3-subgroup, hence has exactly two 
elements of order 3. 

Proof. If P is a Sylow 3-subgroup of G, then IPI = 3 and so P = (b) for some 
b of order 3. Since [G: P] = 4, there is a homomorphism t/I: G --.. S4 whose 
kernel K is a subgroup of P; as IPI = 3, either K = 1 or K = P. If K = 1, then 
t/I is an injection and G is isomorphic to a subgroup of S4 of order 12; by 
Exercise 3.15, G ~ A4 • Therefore, K = P and so P <l G; it follows that P is 
the unique Sylow 3-subgroup, and so the only elements in G of order 3 are b 
and b2. Now [G: CG(b)] is the number of conjugates of b. Since every conju­
gate of b has order 3, [G: CG(b)] ~ 2 and ICG(b)1 = 6 or 12; in either case, 
CG(b) contains an element a of order 2. But a commutes with b, and so ab has 
order 6. • 

We now define a new group. 

Definition. T is a group of order 12 which is generated by two elements a and 
b such that a6 = 1 and b2 = a3 = (ab)2. 

It is not obvious that such a group T exists; we shall construct such a 
group later, in Example 7.14. 

Theorem 4.24. Every nonabelian group G of order 12 is isomorphic to either 
A4 , D12 , or T. 

Remark. Exercise 3.50 shows that S3 x 7l.2 ~ D12 • 

Proof. It suffices to show that if G is a nonabelian group of order 12 which is 
not isomorphic to A4 , then either G ~ D12 or G ~ T. 

Let K be a Sylow 3-subgroup of G (so that K = (k) is cyclic of order 3 
and, by Lemma 4.23, K <l G), and let P be a Sylow 2-subgroup of G (so that 
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P has order 4). Notice that G = KP, for P is a maximal subgroup because it 
has prime index. Now either P ~ V or P ~ 1':4' 

In the first case, P = {1, x, y, z}, where x, y, and z are involutions. Not 
every element of P commutes with k lest G be abelian; therefore, there exists 
an involution in P, say x, with xkx 1= k. But xkx is a conjugate of k, hence has 
order 3; as G has only two elements of order 3, xkx = k- 1 , and <x, k) ~ D6 
(~ S3)' We claim that either y or z commutes with k. If y does not commute 
with k, then, as above, yky = k- 1, so that xkx = yky and z = xy commutes 
with k. If a = zk, then G = <a, x), a has order 6, and xax = xzkx = zxkx = 
zk-1 = a-t, so that G ~ D12 . 

In the second case, P = <x) ~ 1':4' Now x and k do not commute, because 
G = <x, k) is not abelian, and so xkx-1 = k-1. But x2 does commute with k, 
for x 2kx-2 = x(xkx-1 )x-1 = xk-1x-1 = k; hence, a = x 2k has order 6. Since 
x2 and k commute, a3 = (x 2k)3 = x 6 k3 = x 2. Finally, (ax)2 = ax ax = 
kx3kx3 = (kx- 1 )kx-1 = (x- 1k-1 )kx-1 (because xkx-1 = k- 1 ) = x-2 = x 2. We 
have shown that G ~ T in this case. • 

One can prove this last result in the style of the proof of Theorem 4.22, 
beginning by choosing an element of order 6. The reader may see that the 
proof just given is more efficient. 

Notice that T is almost a direct product: it contains subgroups P = <x) 
and K = <k) with PK = G, P n K = 1, but only P is normal. 

If n ;;::: 1, define (D(n) to be the number of nonisomorphic groups of order n. 
No one knows a formula for (D(n), although it has been computed for n ~ 100 
and beyond. Here is the classification of all groups of order ~ 15 followed by 
a table of values of (D(n) for small n. Of course, (D(n) = 1 whenever n is prime. 

Table of Groups of Small Order 

Order n <D(n) Groups2 

4 2 1'4' V 
6 2 1'6 ~ 1'2 X 1'3, S3 
8 5 1'8,1'4 X 1'2,1'2 X 1'2 X 1'2, D 8 , Q 
9 2 1'9,1'3 X 1'3 

10 2 1'10' D1D 

12 5 1'12,1'6 X 1'2' A 4 , D 12 , T 
14 2 1'14' D14 

15 1 1'15 

Some Other Values of (D(n) 

n 16 18 20 21 22 24 25 26 27 28 30 32 64 

<D(n) 14 5 5 2 2 15 2 2 5 4 4 51 267 

2 The abelian groups in the table will be discussed in Chapter 6. 
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R. James, M.F. Newman, and E.A. O'Brien (1990) have shown, using com­
puters, that G>(128) = 2328; E.A. O'Brien (1991) has shown that G>(256) = 
56,092, and that G>(512) > 8,000,000 (counting only those groups of "class 2"). 
G. Higman (1960) and C. Sims (1965) showed that G>(pn) is about p2n3/27. If 
the prime factorization of an integer n is p~lp~2 ... p:", define Jl. = Jl.(n) to be 
the largest ei' Using the fact that there are at most two nonisomorphic simple 
groups of the same finite order (which follows from the classification of the 
finite simple groups), A. Mciver and P.M. Neumann (1987) have shown that 
G>(n) :-:;; nI'2+1'+2. 

Here is another type of application of the Sylow theorems. 

EXAMPLE 4.1. There is no simple group of order 30. 

Such a group would have r Sylow 5-subgroups, where r == 1 mod 5 and 
r130. Now r #- 1, lest G have a normal subgroup, and so r = 6. Aside from the 
identity, this accounts for 24 elements (for distinct subgroups of order 5 
intersect in 1). Similarly, there must be 10 Sylow 3-subgroups, accounting for 
20 elements, and we have exceeded 30. 

EXAMPLE 4.2. There is no simple group of order 36. 

A Sylow 3-subgroup P of such a group G has 4 conjugates, and so 
[G: P] = 4. Representing G on the cosets of P gives a homomorphism 
t/!: G -+ S4 with ker t/! :-:;; P; since G is simple, t/! must be an injection and Gis 
imbedded in S4' This contradicts 36 > 24, and so no such group G can exist. 

EXERCISES 

4.21. As is a group of order 60 containing no subgroups of order 15 or of order 30. 

4.22. If G is the subgroup of GL(2, q generated by 

and 

then G ~ Q. (See Exercise 2.24.) 

4.23. The division ring IHI of real quaternions is a four-dimensional vector space over 
IR having a basis {I, i,j, k} with multiplication satisfying 

i 2 = / = k2 = -1, 

ij = k, jk = i, ki =j, ji = -k, kj = -i, ik = -j 

(these equations eight determine the multiplication on all of IHI.) Show that the 
eight elements { ± 1, ± i, ±j, ± k} form a multiplicative group isomorphic to Q. 

4.24. Show that Q has a unique element of order 2, and that this element generates 
Z(Q). 
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4.25. Prove that Ds ';f, Q. 

4.26. Prove that Q contains no subgroup isomorphic to Q/Z(Q). 

4.27. Prove that every subgroup of Q is normal. 

87 

4.28. Let G = Q x A x B, where A is a (necessarily abelian) group of exponent 2 and 
B is an abelian group in which every element has odd order. Prove that every 
subgroup of G is normal. (Dedekind proved the converse: if G is a finite 
group in which every subgroup is normal, then G = Q x A x B as above.) 
Groups with this property are called hamiltonian, after W.R. Hamilton who 
discovered Q. 

4.29. Let SL(2, 5) denote the multiplicative group of all 2 x 2 matrices over 71. s which 
have determinant 1. 

(i) Show that ISL(2, 5)1 = 120. 
(ii) Show that Q is isomorphic to a Sylow 2-subgroup of SL(2, 5). (Hint. Show 

that SL(2, 5) has a unique involution.) 
(iii) Show that a Sylow 2-subgroup of Ss is Ds, and conclude that SL(2, 5) ';f, Ss. 
(iv) Show that As cannot be imbedded in SL(2, 5). 

4.30. For every divisor d of 24, show that there is a subgroup of S4 of order d. 
Moreover, if d =ft 4, then any two subgroups of order d are isomorphic. 

4.31. Exhibit all the subgroups of S4; aside from S4 and 1, there are 26 of them. 

4.32. (i) Let P be a prime. By Exercise 4.17, P = UT(3, 71. p ) is a Sylow p-subgroup of 
GL(3, 71.p ). If p is odd, prove that P is a nonabelian group of order p3 of 
exponent p. (Compare Exercise 1.26.) If p = 2, show that UT(3, 71. 2 ) ~ Q. 

(ii) Let p be an odd prime. Prove that there are at most two nonabelian groups 
of order p3. One is given in part (i) and has exponent p; the other has 
generators a and b satisfying the relations aP2 = 1, bP = 1, and bab-l = a1+P. 
(This group will be shown to exist in Example 7.16.) 

4.33. Give an example of two nonisomorphic groups G and H such that, for each 
positive integer d, the number of elements in G of order d is equal to the number 
of elements in H of order d. 

4.34. If G is a group of order 8 having only one involution, then either G ~ 71. s or 
G~Q. 

4.35. If p and q are primes, then there is no simple group of order pZq. 

4.36. Prove that there is no nonabelian simple group of order less than 60. 

4.37. Prove that any simple group G of order 60 is isomorphic to As. (Hint. If P and 
Q are distinct Sylow 2-subgroups having a nontrivial element x in their intersec­
tion, then CG(x) has index 5; otherwise, every two Sylow 2-subgroups intersect 
trivially and NG(P) has index 5.) 

4.38. In Corollary 7.55, we shall prove that a group of squarefree order cannot be 
simple. Use this result to prove that if IGI = Pl .. . p., where Pl < Pz < ... < Ps 
are primes, then G contains a normal Sylow Ps-subgroup. 

Definition. If n ~ 3, a generalized quaternion group (or dicyclic group) is a 
group Qn of order 2n generated by elements a and b such that 

1 1 1 d b2 __ a2n- 2 • a2n- = 1, bab- = a- , an 
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4.39. Any two groups of order 2· generated by a pair of elements a and b for which 
a1n- 2 = b1 and aba = b are isomorphic. 

4.40. If G is a group of order 2· which is generated by elements a and b such that 

a1n- 2 = b1 = (ab)2, 

then G ~ Q •. 

4.41. Prove that Q. has a unique involution z, and that Z(Q.) = <z). 

4.42. Prove that Q./Z(Q.) ~ Dzn-l. 

4.43. Let G ~ GL(2, IC) be generated by 

A = [~ ~J and 

where OJ is a primitive 2·-1 th root of unity for n;::: 3. Prove that G ~ Q •. Con­
clude that Q. exists. 



CHAPTER 5 

Normal Series 

We begin this chapter with a brief history of the study of roots of polyno­
mials. Mathematicians of the Middle Ages, and probably those in Babylonia, 
knew the quadratic formula giving the roots of a quadratic polynomial 
f(X) = X 2 + bX + c. Setting X = x - tb transforms f(X) into a polynomial 
g(x) with no x term: 

g(x) = x2 + c - tb2 • 

Note that a number a is a root of g(x) if and only if a - tb is a root of 
f(X). The roots of g(x) are ±tJb2 - 4c, and so the roots of f(X) are 
t( -b ± Jb 2 - 4c). 

Here is a derivation of the cubic formula 1 (due to Scipione del Ferro, 

1 Negative coefficients (and negative roots) were not accepted by mathematicians of the early 
1500s. There are several types of cubics if one allows only positive coefficients. About 1515, 
Scipione del Ferro solved some instances of x3 + px = q, but he kept his solution secret. In 1535, 
Tartaglia (Niccolo Fontana) was challenged by one of Scipione's students, and he rediscovered 
the solution of x3 + px = q as well as the solution of x3 = px + q. Eventually Tartaglia told his 
solutions to Cardano, and Cardano completed the remaining cases (this was no small task, for 
all of this occurred before the invention of notation for variables, exponents, +, -, x, /, J, 
and =). A more complete account can be found in J.-P. Tignol, Galois' Theory of Equations. 

We should not underestimate the importance of Cardano's formula. First of all, the physicist 
R.P. Feynmann suggested that its arising at the beginning of the Renaissance and Reformation 
must have contributed to the development of modern science. After all, it is a genuine example 
of a solution unknown to the Greeks, and one component contributing to the Dark Ages was 
the belief that contemporary man was less able than his classical Greek and Roman ancestors. 
Second, it forced mathematicians to take the complex numbers seriously. While complex roots 
of quadratics were just ignored, the casus irreducibilis, arising from one of Cardano's cases, 
describes real roots of cubics with imaginary numbers (see the next footnote). Complex numbers 
could no longer be dismissed, and thus the cubic formula had great impact on the development 
of mathematics. 
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Tartaglia (Niccolo Fontana), and Cardano). A cubic f(X) = X 3 + aX2 + 
bX + e can be transformed, by setting X = x - -ta, into a polynomial g(x) 
with no x2 term: 

g(x) = x 3 + qx + r, 
and a number 0( is a root of g(x) if and only if 0( - -ta is a root of f(X). If 0( is 
a root of g(x), write 0( = 13 + y, where 13 and yare to be found. Now 

0(3 = (13 + y)3 = 133 + y3 + 3(f32y + f3y2) 

= 133 + y3 + 30(f3y, 

and so evaluating g(O() gives 

(1) 133 + y3 + (3f3y + q)O( + r = O. 

Impose the condition that f3y = - q/3 (forcing the middle term of (1) to van­
ish). Thus, 

133 + l = -r .. 

We also know that 
f33 y3 = -q3/27, 

and we proceed to find 133 and y3. Substituting, 

(J3 - q3/27(J3 = -r, 

and so the quadratic formula yields 

133 = t[ -r ± (r2 + 4q3/27)1/2J. 

Similarly, 
y3 = H - r + (r2 + 4q3 /27)1/2]. 

If w = e27ti/3 is a primitive cube root of unity, there are now six cube roots 
available: (J, w(J, w2 f3, y, wy, w2 y; these may be paired to give product -q/3: 

-q/3 = (Jy = (wf3)(w2y) = (w2f3)(wy). 

It follows that the roots of g(x) are 13 + y, wf3 + w2y, and w2(J + wy; this is 
the cubic formula. 2 

The quartic formula was discovered by Lodovici Ferrari, about 1545; we 
present the derivation of this formula due to Descartes in 1637. A quartic 
f(X) = X 4 + aX3 + bX2 + eX + d can be transformed, by setting X = 
x - ta, into a polynomial g(x) with no x3 term: 

g(x) = X4 + qx2 + rx + s; 

moreover, a number 0( is a root of g(x) if and only if 0( - ta is a root of f(X). 

2 The roots of f(x) = (x - 1)(x - 2)(x + 3) = x 3 - 7x + 6 are obviously 1, 2, and - 3. However, 
the cubic formula gives 

f3 +)' = J!(-6 + J -400/27) + J!(-6 - J -400/27). 
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Factor g(x) into quadratics: 

X4 + qx2 + rx + s = (x2 + kx + l)(x2 - kx + m) 

(the coefficient of x in the second factor must be - k because there is no cubic 
term in g(x)). If k, I, and m can be found, then the roots of g(x) can be found 
by the quadratic formula. Expanding the right side and equating coefficients 
of like terms gives 

1+ m - k2 = q, 

km - kl = r, 

1m = s. 
Rewrite the first two equations as 

m + 1 = q + k2 , 

m -I = r/k. 

Adding and subtracting these equations gives 

21 = k2 + q - r/k, 

2m = k2 + q + r/k. 

These two equations show that we are done if k can be found. But 
(k2 + q - r/k)(k2 + q + r/k) = 41m = 4s gives 

k6 + 2qk4 + (q2 - 4s)k2 - r2 = 0, 

a cubic in k2 . The cubic formula allows one to solve for k2 , and it is now easy 
to determine I, m, and the roots of g(x). 

Some Galois Theory 

Let us discuss the elements of Galois Theory, the cradle of group theory. We 
are going to assume in this exposition that every field F is a subfield of an 
algebraically closed field C. What this means in practice is this. Iff(x) E F[x], 
the ring of all polynomials with coefficients in F, and if f(x) has degree n ;;::: 1, 
then there are (not necessarily distinct) elements a1 , .•• , an in C (the roots of 
f(x)) and nonzero a E F so that 

f(x) = a(x - a1 )(x - a2)··.(X -an) 

in C[x]. The intersection of any family of subfields of a field is itself a subfield; 
define the smallest suhfield of C containing a given subset X as the intersec­
tion of all those subfields of C containing X. For example, if a E C, the smallest 
subfield of C containing X = F u {a} is 

F(a) = {J(a)/g(a): f(x), g(x) E F[x], g(a) # O}; 
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F(IX) is called the subfield obtained from F by adjoining IX. Similarly, one can 
define F(1X1, ... , IXn), the subfield obtained from F by adjoining IXl' ... , IXn. In 
particular, if f(x) E F[x] and f(x) = (x - IXl)(X - 1X2).·· (x - IXn) E C[x], then 
F(lXl' ... , IXn), the subfield obtained from F by adjoining all the roots of f(x), 
is called the splitting field of f(x) over F. Notice that the splitting field of f(x) 
does depend on F. For example, if f(x) = x2 + 1 E (j)[x], then the splitting 
field of f(x) over (j) is (j)(i); on the other hand, if we regard f(x) E !R[x], then 
its splitting field of f(x) over !R is C. 

It is now possible to give the precise definition we need. 

Definition. Let f(x) E F[x] have splitting field E over F. Then f(x) is solvable 
by radicals if there is a chain of subfields 

F = Ko C Kl c··· C K t , 

in which E c K t and each Ki +1 is obtained from Ki by adjoining a root of an 
element of K i; that is, Ki+1 = K;(fJi+l ), where f3i+1 E K i+l and some power of 
f3i+1 lies in K i. 

When we say that there is a formula for the roots of f(x), we really mean 
that f(x) is solvable by radicals. Let us illustrate this by considering the 
quadratic, cubic, and quartic formulas. 

If f(x) = x 2 + bx + c, set F = (j)(b, c). If f3 = Jb2 - 4c, then f32 E F; define 
Kl = F(f3), and note that Kl is the splitting field of f(x) over F. 

If f(x) = x 3 + qx + r, set F = (j)(q, r). Define f3l = Jr2 + 4q3/27, and de­
fine Kl = F(f3d; define f32 = ~ -r + f3l' and define K2 = K l (f32). Finally, 
set K3 = K 2(w), where w is a cube root of unity. Notice that the cubic for­
mula implies that K3 contains the splitting field E of f(x). On the other hand, 
E need not equal K 3 ; for example, if all the roots of f(x) are real, then E c !R 
but K3 ¢ !R. 

If f(x) = X4 + qx2 + rx + s, set F = (j)(q, r, s). Using the notation in our 
discussion of the quartic, there is a cubic polynomial having k2 as a root. As 
above, there is a chain of fields F = Ko C Kl C K2 c K3 with k2 E K 3. De­
fine K4 = K 3(k), Ks = K4(Jy), where l' = k2 - 41, and K6 = Ks(.Jh where 
{) = P - 4m. The discussion of the quartic formula shows that the splitting 
field of f(x) is contained in K 6 • 

Conversely, it is plain that if f(x) is solvable by radicals, then every root of 
f(x) has some expression in the coefficients of f(x) involving the field opera­
tions and extractions of roots. 

Definition. If E and E' are fields, then a homomorphism is a function cr: E -+ E' 
such that, for all IX, f3 E E, 

cr(1) = 1, 

cr(1X + f3) = cr(lX) + cr(f3), 

cr(IXf3) = cr(lX)cr(f3). 
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If a is a bijection, then a is an isomorphism; an isomorphism a: E ~ E is 
called an automorphism. 

Lemma 5.1. Let f(x) E F[x], let E be its splitting field over F, and let a: E ~ E 
be an automorphism fixing F (i.e., a(a) = a for all a E F). If 0: E E is a root of 
f(x), then a(o:) is also a root of f(x). 

Proof. If f(x) = I aixi, then 0 = a(f(o:)) = a(L aio: i) = L a(a;)a(o:)i = I aia(o:)i, 
and so a(o:) is a root of f(x). • 

Lemma 5.2. Let F be a sub field of K, let {o: l' ... , O:n} c K, and let E = 

F(O:l' ... , O:n). If K' is a field containing F as a subfield, and if a: E ~ K' is a 
homomorphism fixing F with a(o:;) = O:i for all i, then a is the identity. 

Proof. The proof is by induction on n ~ 1. If n = 1, then E consists of all 
g(o:d/h(O:l)' where g(x), h(x) E F[x] and h(O:l) -# 0; clearly a fixes each such 
element. The inductive step is clear once one realizes that F(O:l' ... , O:n) = 

F*(O:n), where F* = F(O:l' ... , O:n-d. • 

It is easy to see that if F is a subfield of a field E, then the set of all 
automorphisms of E which fix F forms a group under composition. 

Definition. If F is a subfield of E, then the Galois group, denoted by Gal(E/F), 
is the group under composition of all those automorphisms of E which fix F. 
If f(x) E F[x] and E = F(O:l, ... ' O:n) is the splitting field of f(x) over F, then 
the Galois group of f(x) is Gal(E/F). 

Theorem 5.3. Let f(x) E F [x] and let X = {o: l' ... , O:n} be the set of its distinct 
roots (in its splitting field E = F(O:l' ... , O:n) over F). Then the function 
cp: Gal(E/F) ~ Sx ~ Sn' given by cp(a) = alX, is an imbedding; that is, r.p is 
completely determined by its action on X. 

Proof. If a E Gal(E/F), then Lemma 5.1 shows that a(X) c X; alX is a bijec­
tion because a is an injection and X is finite. It is easy to see that r.p is a 
homomorphism; it is an injection, by Lemma 5.2. • 

Not every permutation of the roots of a polynomial f(x) need arise from 
some a E Gal(E/F). For example, let f(x) = (x 2 - 2)(x2 - 3) E (J) [x]. Then 
E = (J)(j2, )3) and there is no a E Gal(E/(J)) with a(j2) = )3. 

Definition. If F is a subfield of a field E, then E is a vector space over F (if 
a E F and 0: E E, define scalar multiplication to be the given product ao: of two 
elements of E). The degree of E over F, denoted by [E : F], is the dimension 
of E. 
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EXERCISES 

5.1. Show that every homomorphism of fields 0': E --+ K is an injection. 

5.2. Let p(x) E F[x] be an irreducible polynomial of degree n. If rx is a root of p(x) (in 
a splitting field), prove that {1, rx, rx 2 , ... , rx n - l } is a basis of F(rx) (viewed as a 
vector space over F). Conclude that [F(rx) : F] = n. (Hint. The rings F[x]/(p(x)) 
and F(rx) are isomorphic via g(x) + (p(x)) f--+ g(rx).) 

5.3. Let FeE c K be fields, where [K: E] and [E: F] are finite. Prove that [K: F] = 
[K: E] [E: F]. (Hint. If {rx l , ... , rxn} is a basis of E over F and if {PI' ... , Pm} is 
a basis of Kover E, then the set of mn elements of the form rxiPj is a basis of K 
over F.) 

5.4. Let E be a splitting field over F of some f(x) E F[x], and let K be a splitting field 
over E of some g(x) E E[x]. If 0' E Gal(K/F), then O'IE E Gal(E/F). (Hint. Lemmas 
5.1 and 5.2.) 

5.5. Let f(x) = xn - a E F[x], let E be the splitting field of f(x) over F, and let rx E E 
be an nth root of a. Prove that there are subfields 

F = Ko C KI c .. · c K, = F(rx) 

with K i+l = Ki(Pi+d, Pfrl E K i , and p(i) prime for all i. (Hint. If n = st, then 
rxn = (rxS)'.) 

Lemma 5.4. Let p(x) E F[x] be irreducible, and let a and f3 be roots of p(x) in 
a splitting field of p(x) over F. Then there exists an isomorphism A*: F(a)--+ 
F(f3) which fixes F and with A*(a) = f3. 

Proof. By Exercise 5.2, every element of F(a) has a unique expression of the 
form ao + alex + ... + an_lan-I. Define A* by 

A*(ao + ala + ... + an_lan-I) = ao + al f3 + ... + an_If3n- l . 

It is easy to see that A * is a field homomorphism; it is an isomorphism 
because its inverse can be constructed in the same manner. • 

Remark. There is a generalization of this lemma having the same proof. 
Let A: F --+ F' be an isomorphism of fields, let p(x) = ao + al x + ... + anxn E 

F[x] be an irreducible polynomial, and let p'(x) = A(ao) + A(adx + ... + 
A(an)Xn E F'[x]. Finally, let a be a root of p(x) and let f3 be a root of p'(x) (in 
appropriate splitting fields). Then there is an isomorphism A*: F(ex) --+ F'(f3) 
with A*(a) = f3 and with A*IF = A. 

Lemma 5.5. Let f(x) E F[x], and let E be its splitting field over F. If K is an 
"intermediate field," that is, F eKe E, and if A: K --+ K is an automorphism 
fixing F, then there is an automorphism A *: E --+ E with A * I K = A. 

Proof. The proof is by induction on d = [E: F]. If d = 1, then E = K, every 
root ai' ... , an of f(x) lies in K, and we may take A* = A. If d > 1, then E i= K 
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and there is some root IY. of f(x) not lying in K (of course, IY. E E, by definition 
of splitting field). Now IY. is a root of some irreducible factor p(x) of f(x); since 
IY. ¢ K, degree p(x) = k > 1. By the generalized version of Lemma 5.4, there 
is 13 E E and an isomorphism A1 : K(IY.) -+ K(f3) which extends A and with 
A1 (IY.) = 13. By Exercise 5.3, [E: K(IY.)] = d/k < d. Now E is the splitting field 
of f(x) over K(IY.), for it arises from K(IY.) by adjoining all the roots of f(x). 
Since all the inductive hypotheses have been verified, we conclude that A1 , 

and hence A, can be extended to an automorphism of E. • 

Remark. As with the previous lemma, Lemma 5.5 has a more general version 
having the same proof. It says that if f(x) E F[x], then any two (abstract) 
splitting fields of f(x) over F are isomorphic. 

Theorem 5.6. Let p be a prime, let F be a field containing a primitive pth root 
of unity, say, w, and let f(x) = x P - a E F[x]. 

(i) If IY. is a root of f(x) (in some splitting field), then f(x) is irreducible if and 
only if IY. ¢ F. 

(ii) The splitting field E of f(x) over F is F(IY.). 
(iii) If f(x) is irreducible, then Gal(E/F) ~ ?L p. 

Proof. (i) If IY. E F, then f(x) is not irreducible, for it has x - IY. as a factor. 
Conversely, assume that f(x) = g(x)h(x), where degree g(x) = k < p. Since 
the roots of f(x) are IY., WIY., W21Y., ••• , Wv- 11Y., every root of g(x) has the form WilY. 
for some i. If the constant term of g(x) is c, then c = ±WrlY.k for some r (for c 
is, to sign, the product of the roots). As both c and w lie in F, it follows that 
IY. k E F. But (k, p) = 1, because p is prime, and so 1 = ks + tp for some integers 
sand t. Thus 

IY. = IY. ks +tp = (lY.k)'(IY.P)l E F. 

(ii) Immediate from the observation that the roots of f(x) are of the form 
WilY.. 

(iii) If a E Gal(E/F), then a(lY.) = WilY. for some i, by Lemma 5.1. Define 
cp: Gal(E/F) -+?Lp by cp(o) = [i], the congruence class ofi mod p. It is easy to 
check that cp is a homomorphism; it is an injection, by Lemma 5.2. Since f(x) 
is irreducible, by hypothesis, Lemma 5.4 shows that Gal(E/F) of- 1. Therefore 
cp is a surjection, for ?Lp has no proper subgroups. • 

Theorem 5.7. Let f(x) E F[x], let E be the splitting field of f(x) over F, and 
assume that f(x) has no repeated roots in E (i.e., f(x) has no factor of the form 
(x - 1Y.)2 in E[x]). Then f(x) is irreducible if and only if Gal(E/F) acts transi­
tively on the set X of all the roots of f(x). 

Remark. It can be shown that if F has characteristic 0 or if F is finite, then 
every irreducible polynomial in F[x] has no repeated roots. 
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Proof. Note first that Lemma 5.1 shows that Gal(E/F) does act on X. If f(x) 
is irreducible, then Lemma 5.4 shows that Gal(E/F) acts transitively on X. 
Conversely, assume that there is a factorization f(x) = g(x)h(x) in F[x]. In 
E[x], g(x) = TI (x - oc;) and h(x) = TI (x - 13); since f(x) has no repeated 
roots, OCi =I- 13j for all i,j. But Gal(E/F) acts transitively on the roots of f(x), so 
there exists (J E Gal(E/F) with (J(ocd = 131' and this contradicts Lemma 5.1. 

• 
It is easy to see that if OC 1 is a root of f(x), then the stabilizer of OC 1 is 

Gal(E/F(ocd) .::; Gal(E/F), and Gal(E/F(oc1)) is the Galois group of 
f(x)/(x - OCl) over F(oc 1). Thus,f(x)!(x - ocd is irreducible (over F(ocd) if and 
only if Gal(E/F(ocd) acts transitively on the remaining roots. We shall return 
to this observation in a later chapter (Example 9.3) when we discuss multiple 
transitivity. 

Theorem 5.8. Let F eKe E be fields, where K and E are splitting fields of 
polynomials over F. Then Gal(E/K) <J Gal(E/F) and 

Gal(E/F)/Gal(E/K) ~ Gal(K/F). 

Proof. The function <1>: Gal(E/F) --+ Gal(K/F), given by <1>((J) = (JIK, is well 
defined (by Exercise 5.4, for K is a splitting field), and it is easily seen to be a 
homomorphism. The kernel of <1> consists of all those automorphisms which 
fix K; that is, ker <1> = Gal(E/K), and so this subgroup is normal. We claim 
that <1> is a surjection. If A E Gal(K/F), that is, A is an automorphism of K 
which fixes F, then A can be extended to an automorphism ..1.* of E (by 
Lemma 5.5, for E is a splitting field). Therefore, ..1.* E Gal(E/F) and <1>(..1.*) = 

A * I K = A. The first isomorphism theorem completes the proof. • 

We summarize this discussion in the next theorem. 

Theorem 5.9 (Galois, 1831). Let f(x) E F[x] be a polynomial of degree n, let F 
contain all pth roots of unity for every prime p dividing n!, and let E be the 
splitting field of f(x) over F. If f(x) is solvable by radicals, then there exist 
subgroups Gi .::; G = Gal(E/F) such that: 

(i) G = Go :;0: G1 :;0: ••• :;0: Gt = 1; 
(ii) Gi+1 <J Gi for all i; and 

(iii) GJGi+1 is cyclic of prime order for all i. 

Proof. Since f(x) is solvable by radicals, there are subfields F = Ko C Kl C 

... c Kt with E c Kt and with Ki+1 = K i(13i+l)' where 13i+1 E K i+1 and some 
power of 13i+l lies in K i. By Exercise 5.5, we may assume that some prime 
power of 13i+1 is in K i+1. If we define Hi = Gal(Kt/K;), then (i) is obvious. 
Since F contains roots of unity, Theorem 5.6 shows that Ki+1 is a splitting 
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field over K i ; moreover, it can be shown that there is such a tower of fields in 
which K t is a splitting field of some polynomial over F. Theorem 5.8 now 
applies to show, for all i, that HiH = Gal(Kt/KiH ) <J Gal(Kt/K;) = Hi and 
HiH/Hi ~ Gal(Ki+dK;); this last group is isomorphic to 7l.P ' by Theorem 
5.6 .• 

Remarks. 1. We have shown only that Gal(Kt/F) satisfies the conclusions 
of the theorem. By Theorem 5.8, Gal(Kt/E) <J Gal(Kt/F) and 
Gal(Kt/F)!Gal(Kt/E) ~ Gal(E/F); that is, Gal (E/F) is a quotient of 
Gal(Kt/F). Theorem 5.15 will show that if a group satisfies the conclusions of 
Theorem 5.9, then so does any quotient group of it. 

2. The hypothesis that F contains various roots of unity can be eliminated. 
3. If F has characteristic 0, then the converse of this theorem is also true; it, 

too, was proved by Galois (1831). 

Definition. A normal series of a group G is a sequence of subgroups 

G = Go 2 G1 2 ... 2 Gn = 1 

in which Gi+! <l Gi for all i. The factor groups of this normal series are the 
groups GdGi H for i = 0, 1, ... , n - 1; the length of the normal series is the 
number of strict inclusions; that is, the length is the number of nontrivial 
factor groups. 

Note that the factor groups are the only quotient groups that can always 
be formed from a normal series, for we saw in Exercise 2.45 that normality 
may not be transitive. 

Definition.3 A finite group G is solvable if it has a normal series whose factor 
groups are cyclic of prime order. 

In this terminology, Theorem 5.9 and its converse say that a polynomial is 
solvable by radicals if and only if its Galois group is a solvable group. P. 
Ruffini (1799) and N.H. Abel (1824) proved the nonexistence of a formula 
(analogous to the quadratic, cubic, and quartic formulas) for finding the roots 
of an arbitrary quintic, ending nearly three centuries of searching for a gen­
eralization of the work of Scipione, Tartaglia, Cardano, and Lodovici (actu­
ally, neither the proof of Ruffini nor that of Abel is correct in all details, but 
Abel's proof was accepted by his contemporaries and Ruffini's was not). In 
modern language, they proved that the Galois group of the general quintic is 
S5 (nowadays, we know that any irreducible quintic having exactly three 
real roots [e.g., f(x) = x5 - 4x + 2] will serve); since S5 is not a solvable 
group, as we shall soon see, f(x) is not solvable by radicals. In 1829, Abel 
proved that a polynomial whose Galois group is commutative is solvable by 

3 We shall give another, equivalent, definition of solvable groups later in this chapter. 
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radicals; this is why abelian groups are so called (of course, Galois groups 
had not yet been invented). Galois's theorem generalizes Abel's theorem, for 
every abelian group is solvable. Expositions of Galois Theory can be found 
in the books of Artin (1955), Birkhoff and Mac Lane (1977), Jacobson (1974), 
Kaplansky (1972), Rotman (1990), and van der Waerden (1948) listed in the 
Bibliography. 

The Jordan-Holder Theorem 

Not only does Galois Theory enrich the study of polynomials and fields, but 
it also contributes a new idea, namely, normal series, to the study of groups. 
Let us give a brief review of what we have learned so far. Our first results 
arose from examining a single subgroup via Lagrange's theorem. The second, 
deeper, results arose from examining properties of a family of subgroups via 
the Sylow theorems; this family of subgroups consists of conjugates of a 
single subgroup, and so all of them have the same order. Normal series will 
give results by allowing us to examine a family of subgroups of different 
orders, thus providing an opening wedge for an inductive proof. 

Definition. A normal series 

G = Ho ;;::: HI;;::: ... ;;::: Hm = 1 

is a refinement of a normal series 

G = Go ;;::: GI ~ ..• ~ Go = 1 

if Go, GI ,···, Go is a subsequence of Ho, HI' ... , Hm. 

A refinement is thus a normal series containing each of the terms of the 
original series. 

Definition. A composition series is a normal series 

G = Go ;;::: GI ~ ... ~ Go = 1 

in which, for all i, either Gi +I is a maximal normal subgroup of Gi or Gi +I = 
Gi • 

Every refinement of a composition series is also a composition series; it can 
only repeat some of the original terms. 

EXERCISES 

5.6. A normal series is a composition series if and only if it has maximal length; that 
is, every refinement of it has the same length. 
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5.7. A normal series is a composition series if and only if its factor groups are either 
simple or trivial. 

5.8. Every finite group has a composition series. 

5.9. (i) An abelian group has a composition series if and only if it is finite. 
(ii) Give an example of an infinite group which has a composition series. 

5.10. If G is a finite group having a normal series with factor groups Ho, H 1, ••• , H., 
then IGI = nIH;I. 

Exercise 5.10 shows that some information about G can be gleaned from a 
normal series. Let us now consider two composition series of G = (x) ~ £:30 
(normality is automatic because G is abelian): 

G ~ (XS) ~ (x10 ) ~ 1, 

G ~ (x2 ) ~ (x6 ) ~ 1. 

The factor groups of the first normal series are G/(xS ) ~ £:S, (x S )/(x10 ) ~ 
£:2, and (x10 )/1 ~ (x10 ) ~ £:3; the factor groups of the second normal series 
are G/(x2 ) ~ £:2' (x2 )/(x6 ) ~ £:3' and (x6 ) ~ £:s. In this case, both com­
position series have the same length and the factor groups can be "paired 
isomorphically" after rearranging them. We give a name to this phenomenon. 

Defmition. Two normal series of a group G are equivalent if there is a bijection 
between their factor groups such that corresponding factor groups are 
isomorphic. 

Of course, equivalent normal series have the same length. The two compo­
sition series for £:30 displayed above are equivalent; the amazing fact is that 
this is true for every (possibly infinite) group that has a composition series! 
The next technical result, a generalization of the second isomorphism theo­
rem, will be used in proving this. 

Lemma 5.10 (Zassenhaus Lemma, 1934). Let A <J A * and B <J B* be four 
subgroups of a group G. Then 

A(A* II B) <J A(A* II B*), 

B(B* II A) <J B(B* II A*), 

and there is an isomorphism 

A(A* II B*) '" B(B* II A*) 

A(A * II B) = B(B* II A) . 

Remark. Notice that the hypothesis and conclusion are unchanged by trans­
posing the symbols A and B. 
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Proof. Both A and A * n B* are subgroups of A *, and A <1 A *. By the sec­
ond isomorphism theorem, An B* = A n (A* n B*) <1 A* n B*; similarly, 
A * n B <1 A * n B*. It follows from Lemma 2.25 and Exercise 2.38 that 
D = (A* n B)(A n B*) is a normal subgroup of A* n B*. 

If x E B(B* n A*), then x =be for bE Band e E B* n A*. Define 
f: B(B* n A) --+ (A* n B*)/D by f(x) = f(be) = cD. To see that f is well de­
fined, assume that x = be = b'e', where b' E Band e' E B* n A; then e'e- l = 
b,-lb E (B* n A*) n B = B n A* ~ D. It is routine to check that f is a surjec­
tive homomorphism with kernel B(B* n A). The first isomorphism theorem 
gives B(B* n A) <J B(B* n A*) and 

B(B* n A*) '" B* n A* 
B(B*nA) = D 

Transposing the symbols A and B gives A(A * n B) <J A(A * n B*) and an 
isomorphism of the corresponding quotient group to (B* n A *)j D. It follows 
that the two quotient groups in the statement are isomorphic. • 

Theorem 5.11 (Schreier Refinement Theorem, 1928). Every two normal series 
of an arbitrary group G have refinements that are equivalent. 

Proof. Let 

and 
G = Ho ~ Hl ~ ... ~ Hm = 1 

be normal series. Insert a "copy" of the second series between each Gi and 
G i +l . More precisely, define Gi,j = Gi+l(Gi n Hj ) for all 0 ~j ~ m. Thus 

Gi,j = Gi+l(GinHj) ~ Gi+l(GinHj+l) = Gi,j+l' 

Notice that Gi,o = G i because Ho = G and that Gi,m = Gi+l because Hm = 1. 
Moreover, setting A = Gi + l , A* = Gi , B = Hj+l' and B* = Hj in the Zas­
senhaus lemma shows that Gi,j+l <J Gi,j' It follows that the sequence 

Go,o ~ GO,l ~ ... ~ GO,m ~ Gl,o ~ ... ~ Gn-l,o ~ ... ~ Gn-l,m = 1 

is a refinement of the first normal series (with mn terms). Similarly if H. . is , I..] 

defined to be Hj+l(Hjn G i), then Hi.j ~ Hi+l,j and 

Ho,o ~ Hl,o ~ ... ~ Hn,o ~ HO,l ~ ... ~ HO,m-l ~ ... ~ Hn,m-l = 1 

is a refinement of the second normal series (with mn terms). Finally, the 
function pairing GijGi,j+l with HijHi+l,j is a bijection, and the Zassenhaus 
lemma (with A = Gi +l , A* = Gi , B = Hj+l , and B* = H.) shows that corre­
sponding factor groups are isomorphic. Therefore, the two refinements are 
equivalent. • 

Theorem 5.12 (Jordan-Holder). Every two composition series of a group G are 
equivalent. 
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Remark. C. Jordan (1868) proved that the orders of the composition factors 
of a finite group depend only on G; O. Holder (1889) proved that the compo­
sition factors themselves, to isomorphism, depend only on G. 

Proof. Composition series are normal series, so that every two composition 
series of G have equivalent refinements. But a composition series is a normal 
series of maximal length; a refinement of it merely repeats several of its terms, 
and so its new factor groups have order 1. Therefore, two composition series 
of G are equivalent. • 

Definition. If G has a composition series, then the factor groups of this series 
are called the composition factors of G. 

One should regard the Jordan-Holder theorem as a unique factorization 
theorem. 

Corollary 5.13 (Fundamental Theorem of Arithmetic). The primes and their 
multiplicities occurring in the factorization of an integer n ~ 2 are determined 
by n. 

Proof. Let n = PIP2'" PI' where the Pi are (not necessarily distinct) primes. If 
G = (x) is cyclic of order n, then 

G = (x) ~ (x P,) ~ (X P'P2) ~ ... ~ (xP, ... Pt-') ~ 1 

is a normal series. The factor groups have prime orders PI' P2' ... , PI' respec­
tively, so this is a composition series. The Jordan-Holder theorem now shows 
that these numbers depend on n alone. • 

Recall that a finite group G is solvable if it has a normal series (necessarily 
a composition series) with all its factor groups cyclic of prime order. Thus, 
one sees that a particular group is not solvable by checking whether every 
composition series has all its factor groups cyclic. With Jordan-Holder, one 
need look only at a single composition series of G. For the next result, how­
ever, the Jordan-Holder theorem is not needed, for we have essentially seen 
(in Exercise 3.21) that Sn has a unique composition series when n ~ 5. 

Theorem 5.14. If n ~ 5, then Sn is not solvable. 

Proof. Since An is a simple group for n ~ 5, the normal series Sn ~ An ~ 1 ~s 
a composition series; its composition factors are 7L2 and An' and hence Sn IS 

not solvable. • 

EXERCISES 

5.11. Let G and H be finite groups. If there are normal series of G and of H having the 
same set of factor groups, then G and H have the same composition factors. 
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5.12. (i) Exhibit a composition series for S4. 
(ii) Show that Sn is solvable for n ::;; 4. 

5. Normal Series 

5.13. Assume that G = HI X ... x Hn = KI X ... x Km, where each Hi and Kj is sim­
ple. Prove that m = n and there is a permutation 'It of {1, 2, ... , n} with Kn(i) ~ 
Hi for all i. (Hint. Construct composition series for G.) 

5.14. Prove that the dihedral groups D2n are solvable. 

Solvable Groups 

Even though solvable groups arose in the context of Galois Theory, they 
comprise a class of groups of purely group-theoretic interest as well. Let us 
now give another definition of solvability which is more convenient to work 
with and which is easily seen to agree with the previous definition for finite 
groups. 

Definition. A solvable series of a group G is a normal series all of whose factor 
groups are abelian. A group G is solvable if it has a solvable series. 

We are now going to manufacture solvable groups. Afterwards, we will 
give another characterization of solvability which will give new proofs of 
these results. 

Theorem 5.15. Every subgroup H of a solvable group G is itself solvable. 

Proof. If G = Go ~ G1 ~ ••• ~ Gn = 1 is a solvable series, consider the series 
H = Ho ~ (H n Gd ~ ... ~ (H n Gn ) = 1. This is a normal series of H, 
for the second isomorphism theorem gives H n Gi +l = (H n Gi ) n Gi +1 <l 

H n Gi for all i. Now (H n Gi)/(H n Gi +l ) ~ Gi+I(H n G;}/Gi+1 S; GdGi +1 ; as 
GdGi +1 is abelian, so is any of its subgroups. Therefore, H has a solvable 
series. • 

Theorem 5.16. Every quotient of a solvable group is solvable. 

Proof. It suffices to prove that if G is a solvable group and f: G -+ H is a 
surjection, then H is a solvable group. If 

G = Go ~ G1 ~ ••• ~ Gt = 1 

is a solvable series, then 

H = f(Go) ~ f(Gd ~ ... ~ f(G t ) = 1 

is a normal series for H: if f(XHd E f(GH1 ) and f(Xi) E f(Gi), then 
!(Xi)!(Xi+d!(Xi)-1 = !(XiXi+1Xjl) E !(Gi+d, because Gi+l <l Gi, and so 
f(GHd <l f(Gi) for every i. The map cp: Gi -+ f(GNf(GHd, defined by 
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Xi f--+ f(Xi)f(Gi+d, is a surjection, for it is the composite of the surjections 
Gi -+ f(GJ and the natural map f(Gi) -+ f(GJ/f(Gi+d. Since Gi+l ::;; ker cp, this 
map cp induces a surjection GJGi+l -+ f(Gi)/f(Gi+l), namely, x;G;+1 f--+ 

f(xJf(Gi+d· Now f(G;)/f(G;+d is a quotient of the abelian group GdG;+l> 
and so it is abelian. Therefore, H has a solvable series, and hence it is a 
solvable group. • 

In the proof of Theorem 5.9, we showed only that Gal(Kt/F) is solvable, 
whereas we wanted to prove that Gal(E/F) is solvable. But Gal(E/F) is a 
quotient of Gal(Kt/F), and so Theorem 5.16 completes the proof of Theorem 
5.9. 

Theorem 5.17. If H <l G and if both Hand G/H are solvable, then G is solv­
able. 

Proof. Let 
G/H ~ Kt ~ K! ~ ... ~ K: = 1 

be a solvable series. By the correspondence theorem, we can construct a 
sequence looking like the beginning of a solvable series from G to H; that is, 
there are subgroups K; (with H ::;; K; and KJH ~ Kn such that 

G ~ Kl ~ K2 ~ ... ~ Kn = H, 

K;+1 <J K;, and KJK;+l (~KNKr+1) is abelian. Since H is solvable, it has a 
solvable series; if we splice these two sequences together at H, we obtain a 
solvable series for G. • 

Corollary 5.1S. If Hand K are solvable groups, then H x K is solvable. 

Proof. If G = H x K, then H <l G and G/H ~ K. • 

Theorem 5.19. Every finite p-group G is solvable. 

Proof. The proof is by induction on IGI. By Theorem 4.4, IZ(G)I =1= 1. There­
fore, G/Z(G) is a p-group of order < I GI, and hence it is solvable, by induc­
tion. Since every abelian group is solvable, Z(G) is solvable. Therefore, Gis 
solvable, by Theorem 5.17. • 

Here is an alternative proof. The composition factors of G must be simple 
p-groups. But we remarked (after proving that finite p-groups have nontrivial 
centers) that there are no finite simple p-groups of order greater than p. It 
follows that G is solvable. 

Another approach to solvability is with commutator subgroups; that we 
are dealing with abelian quotient groups suggests this approach at once. 
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Definition. The higher commutator subgroups of G are defined inductively: 

G(O) = G; 

that is, G(i+l) is the commutator subgroup of G(i). The series 

G = G(O) ~ G(l) ~ G(2) ~ ... 

is called the derived series of G. 

To see that the higher commutator subgroups are normal subgroups of G, 
it is convenient to introduce a new kind of subgroup. 

Definition. An automorphism of a group G is an isomorphism cp: G --+ G. A 
subgroup H of G is called characteristic in G, denoted by H char G, if cp(H) = 
H for every automorphism cp of G. 

If cp(H) ~ H for every automorphism cp, then H char G: since both cp and 
cp-l are automorphisms of G, one has cp(H) ~ Hand cp-l (H) ~ H; the latter 
gives the reverse inclusion H = cpcp-l(H) ~ cp(H) and so cp(H) = H. 

For each a E G, conjugation by a (i.e., x f---+ axa-1) is an automorphism of 
G; it follows at once that every characteristic subgroup is a normal subgroup 
(but there are normal subgroups which are not characteristic; see Exercise 
5.28 below.) 

Lemma 5.20. 

(i) If H char K and K char G, then H char G. 
(ii) If H char K and K <] G, then H <] G. 

Proof. (i) If cp is an automorphism of G, then cp(K) = K, and so the restric­
tion cplK: K -+ K is an automorphism of K; since H char K, it follows that 
cp(H) = (cpIK)(H) = H. 

(ii) Let a E G and let cp: G --+ G be conjugation by a. Since K <] G, cplK is an 
automorphism of K; since H char K, (cpIK)(H) ~ H. This says that if h E H, 
then aha-1 = cp(h) E H. • 

Theorem 5.21. For every group G, the higher commutator subgroups are char­
acteristic, hence normal subgroups. 

Proof. The proof is by induction on i ~ 1. Recall that the commutator sub­
group G' = G(l) is generated by all commutators; that is, by all elements 
of the form aba-1b-1. If cp is an automorphism of G, then cp(aba-1b-1) = 
cp(a)cp(b)cp(aflcp(b)-l is also a commutator, and so cp(G') ~ G'. For the in­
ductive step, we have just shown that G(i+l) char G(i); since G(i) char G, by 
induction, Lemma 5.20(i) shows that G(i+l) is characteristic in G. • 
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It follows that the derived series of a group G is a normal series if it ends 
at 1. The next result shows that if G is solvable, then the derived series 
descends faster than any other solvable series. 

Lemma 5.22. If G = Go ~ G1 ~ •.. ~ Gn = 1 is a solvable series, then Gi ~ 
G(i) for all i. 

Proof. The proof is by induction on i ~ o. If i = 0, then Go = G = G(O). For 
the inductive step, Theorem 2.23 gives Gi +1 ~ G;, since GJGi +1 is abelian. 
The inductive hypothesis gives Gi ~ G(i), so that G; ~ G(i)1 = G(i+l). There­
fore, Gi +1 ~ G(i+l), as desired. • 

Theorem 5.23. A group G is solvable if and only if G(n) = 1 for some n. 

Proof. Let G = Go ~ G1 ~ ... ~ Gn = 1 be a solvable series. By the lemma, 
Gi ~ G(i) for all i. In particular, 1 = Gn ~ G(n), and so G(n) = 1. 

Conversely, if G(n) = 1, then the derived series is a normal series; since it 
has abelian factor groups, it is a solvable series for G. • 

Thus, the derived series of G is a normal series if and only if G is a solvable 
group. 

The following new proofs of Theorems 5.15, 5.16, and 5.17 should be com­
pleted by the reader; they are based on the new criterion for solvability just 
proved. 

Theorem 5.15. If H :::;; G, then H(i) :::;; G(i) for all i; hence G(n) = 1 implies 
H(n) = 1, so that every subgroup of a solvable group is solvable. 

Theorem 5.16. If f: G----tK is surjective, then f(G(i))=f(G)(i) for all i. There­
fore, G(n) = 1 implies 1 = f(G(n» = f(G)(n), so that every quotient of a solvable 
group is solvable. 

Theorem 5.l7. Let H <l G, let K = G/H, and let f: G ----t K be the natural 
map. Then K(n) = 1 implies f(G(n» = 1, and hence G(n) :::;; H. If H(m) = 1, then 
(G(n))(m) :::;;H(m) = 1. Finally, one proves by induction on n ~ 1 that G(m+n) = 
(G(n»(m) for all m, and so G is solvable. 

Definition. A normal subgroup H of a group G is a minimal normal subgroup 
if H =1= 1 and there is no normal subgroup K of G with 1 < K < H. 

Minimal normal subgroups always exist in nontrivial finite groups. 

Theorem 5.24. If G is a finite solvable group, then every minimal normal sub­

group is elementary abelian. 
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Proof. Let V be a minimal normal subgroup of G. Now Lemma 5.20(ii) says 
that if H char V, then H <l G; since V is minimal, either H = 1 or H = V. In 
particular, V' char V, so that either V' = 1 or V' = V. Since G is solvable, so 
is its subgroup V. It follows from Theorem 5.23 that V' = V cannot occur 
here, so that V' = 1 and so V is abelian. Since V is abelian, a Sylow p­
subgroup P of V, for any prime p, is characteristic in V; therefore, V is an 
abelian p-group. But {x E V: xP = 1} char V, and so V is elementary abelian . 

• 
Corollary 5.25. If V is a minimal normal subgroup of a finite solvable group G, 
then G acts on V as a group of linear transformations. 

Proof. By the theorem, V is an elementary p-group; by Exercise 2.78, V is a 
vector space over 7Lp and every homomorphism on V is a linear transforma­
tion. Define a homomorphism G --+ GL(V) by a 1--+ q>a' where q>a(v) = ava-1 

for all v E V (normality of V shows that q>a(v) E V). Moreover, each q>a is an 
injection, being the restriction of an automorphism (namely, conjugation), 
and every injection on a finite-dimensional vector space is a surjection; hence 
each q>a is nonsingular. • 

What are the groups G whose only characteristic subgroups are G and 1? 
Such groups are sometimes called characteristically simple. 

Theorem 5.26. A finite group G with no characteristic subgroups other than G 
and 1 is either simple or a direct product of isomorphic simple groups. 

Proof. Choose a minimal normal subgroup H of G whose order is minimal 
among all nontrivial normal subgroups. Write H = H 1, and consider all sub­
groups of G of the form Hl x H2 X ... x Hn, where n ~ 1, Hi <l G, and Hi ~ 
H. Let M be such a subgroup of largest possible order. We show that M = G 
by showing that M char G; to see this, it suffices to show that q>(Hi) :::;;; M for 
every i and every automorphism q> of G. Of course, q>(Hi) ~ H = H 1 • We 
show that q>(H~l <l G. If a E G, then a = q>(b) for some bEG, and aq>(HJa-1 = 
rp(b )rp(H;)rp(b) = rp(bH;b- 1) :::;;; rp(H;), because H; <J G. If rp(H;) i M, then 
q>(Hi) n M <j;, q>(Hi) and 1q>(HJ n MI < 1q>(HJI = IHI. But q>(Hi) n M <J G, 
and so the minimality of IHI shows that q>(H;) n M = 1. The subgroup 
(M, q>(H;) = M x q>(H;) is a subgroup of the same type as M but oflarger 
order, a contradiction. We conclude that M char G, and so M = G. Finally, 
H = Hl must be simple: if N is a nontrivial normal subgroup of H, then N is 
a normal subgroup of M = Hl X H2 X ... x Hn = G, and this contradicts 
the minimal choice of H. • 

Corollary 5.27. A minimal normal subgroup H of a finite group G is either 
simple or a direct product of isomorphic simple subgroups. 
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Proof. If N char H, then N <J G, by Lemma 5.20(ii), so that either N = 1 or 
N = H (because H is a minimal normal subgroup). Therefore, H has no 
proper characteristic subgroups, and Theorem 5.26 gives the result. • 

This last corollary gives another proof of Theorem 5.24, for a finite simple 
group G is solvable if and only if it is cyclic of prime order. 

EXERCISES 

5.15. Every refinement of a solvable series is a solvable series. 

5.16. A solvable group having a composition series must be finite. 

5.17. If G has a composition series and if H <J G, then G has a composition series one 
of whose terms is H. 

5.18. (i) If 8 and T are solvable subgroups of G with 8 <l G, then 8T is solvable. 
(ii) Every finite group G has a unique maximal normal solvable subgroup 9"(G); 

moreover, G/9"(G) has no nontrivial normal solvable subgroups. 

5.19. (i) If p and q are primes, then every group of order p2q is solvable. 
(ii) If p and q are primes with p < q, then every group of order pqn is solvable. 

(Hint. Use Sylow's theorems.) 

5.20. (i) Show that 84 has no series 

84 = Go ;;::: G1 ;;::: ... ;;::: Gn = 1 

such that all factor groups are cyclic and each G; is a normal subgroup of G. 
(A group G with such a series is called supersolvable, and we now see that 
not every solvable group is supersolvable.) 

(ii) Show that every finite p-group is supersolvable. 

5.21. If G is a group with IGI < 60, then G is solvable. (Hint. Use Exercise 4.36.) 

5.22. Burnside proved (using Representation Theory) that the number of elements in 
a conjugacy class of a finite simple group can never be a prime power larger 
than 1. Use this fact to prove Burnside's theorem: If p and q are primes, then 
every group of order pmqn is solvable. 

5.23. Prove that the following two statements are equivalent: 
(i) every group of odd order is solvable; 

(ii) every finite simple group has even order. 
(In 1963, Feit and Thompson proved (i); the original proof is 274 pages long.) 

5.24. Let G be a finite group of order> 1. If G is solvable, then G contains a nontrivial 
normal abelian subgroup; if G is not solvable, then G contains a nontrivial 
normal subgroup H with H = H'. 

5.25. For every group G, its center Z(G) is characteristic in G. 

5.26. If H <l G and (IHI, [G: H]) = 1, then H char G. 

5.27. If H char G and H ::; K ::; G, then K/H char G/H implies K char G. 
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5.28. Give an example of a group G containing a normal subgroup that is not a 
characteristic subgroup. (Hint. Let G be abelian.) 

Definition. A subgroup R of G isfully invariant if cp(R) ::; R for every homo­
morphism cp: G -+ G. 

Of course, every fully invariant subgroup is characteristic and hence 
normal. 

5.29. Prove that the higher commutator subgroups are fully invariant. 

5.30. Show that Z(G) may not be fully invariant. (Hint: Let G = 71..2 X S3·) (See Exer­
cise 5.25.) 

Two Theorems ofP. Hall 

The main results of this section are generalizations of the Sylow theorems 
that hold for (and, in fact, characterize) finite solvable groups. 

Theorem 5.28 (P. Hall, 1928). If G is a solvable group of order ab, where 
(a, b) = 1, then G contains a subgroup of order a. Moreover, any two subgroups 
of order a are conjugate. 

Proof. The proof is by induction on IGI; as usual, the base step is trivially 
true. 

Case 1. G contains a normal subgroup R of order a'b', where a'la, b'lb, and 
b' < b. 

Existence. In this case, G/R is a solvable group of order (a/a')(b/b'), which is 
strictly less than ab; by induction, G/R has a subgroup A/R of order a/a'. 
Now A has order (a/a')IRI = ab' < ab; since A is solvable, it has a subgroup 
of order a, as desired. 

Conjugacy. Let A and A' be subgroups of G of order a. Let us compute 
k = IARI. Since AR::; G, Lagrange's theorem gives IARI = ap, where ala 
and Plb. Since (a, b) = 1 and A ::; AR, we have a\ap, so that a = a; since 
R ::; AR, we have a'b'lap, so that b'IP. But the second isomorphism theorem 
(actually, the product formula) gives klaa'b', so that Plb'. We conclude that 
IAH\ = k = ab'. A similar calculation shows that IA'RI = ab' as well. Thus, 
AR/R and A'R/R are subgroups of G/R of order a/a'. As IG/RI = (a/a')(b/b'), 
these subgroups are conjugate, by induction, say by xR E GIR. It is quickly 
checked that xARx-1 = A'R. Therefore, xAx-1 and A' are subgroups of A'R 
of order a, and so they are conjugate, by induction. This completes Case 1. 

If there is some proper normal subgroup of G whose order is not divisible 
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by b, then the theorem has been proved. We may, therefore, assume that 
bllHI for every proper normal subgroup H. If H is a minimal normal sub­
group, however, then Theorem 5.24 says that H is an (elementary) abelian 
p-group for some prime p. It may thus be assumed that b = pm, so that H is 
a Sylow p-subgroup of G. Normality of H forces H to be unique (for all Sylow 
p-subgroups are conjugate). The problem has now been reduced to the fol­
lowing case. 

Case 2. IGI = apm, where pIa, G has a normal abelian Sylow p-subgroup H, 
and H is the unique minimal normal subgroup in G. 

Remark. We shall complete the proof here, but we note that this case follows 
immediately from the Schur-Zassenhaus lemma to be proved in Chapter 7. 

Existence. The group GIH is a solvable group of order a. If KIH is a minimal 
normal subgroup of GIH, then IKIHI = qn for some prime q #- p, and so 
IKI = pmqn; if Q is a Sylow q-subgroup of K, then K = HQ. Let N* = NG(Q) 
and let N = N* (') K = NK(Q). We claim that IN*I = a. 

The Frattini argument (Theorem 4.18) gives G = KN*. Since 

GIK = KN*IK ~ N*IN* (') K = N*IN, 

we have IN*I = IGIINI/IKI. But K = HQ and Q :::;; N:::;; K gives K = HN; 
hence IKI = IHNI = IHIINI/IH (') NI, so that 

IN*I = IGIINI/IKI = IGIINIIH (') NI/IHIINI 

= (IGI/IHI)IH (') NI = alH (') NI· 

Hence IN*I = a if H (') N = 1. We show that H (') N = 1 in two stages: 
(i) H (') N :::;; Z(K); and (ii) Z(K) = 1. 

(i) Let x E H (') N. Every k E K = HQ has the form k = hs for hE Hand 
SEQ. Now x commutes with h, for H is abelian, and so it suffices to show 
that x commutes with s. But (xsx- 1 )S-1 E Q, because x normalizes Q, and 
x(SX-1S-1) E H, because H is normal; therefore, xSX-1S-1 E Q (') H = 1. 

(ii) By Lemma 5.20(ii), Z(K) <J G. If Z(K) #- 1, then it contains a minimal 
subgroup which must be a minimal normal subgroup of G. Hence H :::;; Z(K), 
for H is the unique minimal normal subgroup of G. But since K = HQ, it 
follows that Q char K. Thus Q <J G, by Lemma 5.20(ii), and so H :::;; Q, a 
contradiction. Therefore, Z(K) = 1, H (') N = 1, and IN*I = a. 

Conjugacy. We keep the notation of the existence proof. Recall that N* = 
NG(Q) has order a; let A be another subgroup of G of order a. Since IAKI is 
divisible by a and by IKI = pmqn, it follows that IAKI = ab = IGI, AK = G, 

GIK = AKIK ~ AI(A (') K), 

and IA (') KI = qn. By the Sylow theorem, A (') K is conjugate to Q. As conju­
gate subgroups have conjugate normalizers, by Exercise 3.9(i), N* = NG(Q) 
is conjugate to NG(A (') K), and so a = IN*I = ING(A (') K)I. Since A (') K <J A, 
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we have A ~ NG(A ('\ K) and so A = NG(A ('\ K) (both have order a). There­
fore, A is conjugate to N*. • 

The following definition is made in tribute to this theorem. 

Definition. If G is a finite group, then a Hall subgroup H of G is a subgroup 
whose order and index are relatively prime; that is, (IHI, [G: H]) = 1. 

It is sometimes convenient to display the prime divisors of the order of a 
group. If n is a set of primes, then a n-number is an integer n all of whose 
prime factors lie in n; the complement of n is denoted by n', and so a 
n'-number is an integer n none of whose prime factors lie in n. 

Definition. If n is a set of primes, then a group G is a n-group if the order of 
each of its elements is a n-number; a group is a n'-group if the order of each of 
its elements is ani-number. 

Of course if a is a n-number and b is a n'-number, then a and bare 
relatively prime. If n consists of a single prime p, then n-groups are just 
p-groups, while pi -groups have no elements of order a power of p. It follows 
from (Sylow's) Theorem 4.14 that every Sylow p-subgroup in a finite group is 
a Hall p-subgroup (Hall's theorem says that Halln-subgroups always exist in 
finite solvable groups). In contrast to Sylow p-subgroups, however, Hall n­
subgroups (with Inl ~ 2) ofa group G need not exist. For example, let G = As 
and n = {3, 5}; since IAsl = 60, a Halln-subgroup would have index 4 and 
order 15, and Corollary 3.16 shows that no such subgroup exists. 

Definition. If p is a prime, and G is a finite group of order apn, where a is a 
pi-number, then a p-complement of G is a subgroup of order a. 

Hall's theorem implies that a finite solvable group has a p-complement for 
every prime p. If G is a group of order pmqn, then G has a p-complement, 
namely, a Sylow q-subgroup, and a q-complement, namely, a Sylow p-sub­
group. In the coming proof of the converse of Theorem 5.28, we shall use 
Burnside's theorem (see Exercise 5.22): Every group of order pmqn is solvable. 

Theorem 5.29 (P. Hall, 1937). If G is a finite group having a p-complement for 
every prime p, then G is solvable. 

Proof. We proceed by induction on IGI; assume, on the contrary, that there 
are nonsolvable groups satisfying the hypotheses, and choose one such, say 
G, of smallest order. If G has a nontrivial normal subgroup N, and if H is any 
Hall pi-subgroup of G, then checking orders shows that H ('\ N is a Hall 
pi -subgroup of Nand H N / N is a Hall pi-subgroup of G / N. Since both Nand 
G / N have order smaller than I G I, it follows that both Nand G / N are solvable. 
But Theorem 5.17 now shows that G is solvable, a contradiction. 
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We may assume, therefore, that G is simple. Let IGI = p~' ... p:", where 
the Pi are distinct primes and ei > 0 for all i. For each i, let Hi be a Hall 
p;-subgroup of G, so that [G: Ha = p~i, and thus IHd = OJ;'i pjJ. If D = 
H3 n'" n Hn> then [G: DJ = Oi=3 p~i, by Exercise 3.31(ii), and so IDI = 
pr'p;2. Now D is a solvable group, by Burnside's theorem. If N is a minimal 
normal subgroup of D, then Theorem 5.24 says that N is elementary abelian; 
for notation, assume that N is a PI-group. Exercise 3.31(ii) shows that 
[G: D n H2J = Oi=2 p~i, so that ID n H21 = p~' and D n H2 is a Sylow Pl­
subgroup of D. By Exercise 4.16, N ~ D n H2 and so N ~ H2. But, as above, 
ID nHII = P;>' and comparison of orders gives G = H2 (D n HI)' If 9 E G, 
then 9 = hd, where hE H2 and dE D n HI; if x E N, then gxg- l = 
hdxd-1h-1 = hyh- l (where y = dxd- l EN, because N <I D) and hyh- l E H2 
(because N ~ H2)' Therefore, N G ~ H2, where N G is the normal subgroup of 
G generated by N. Since H2 < G, N G #- 1 is a proper normal subgroup of G, 
and this contradicts the assumption that G is simple. • 

This proof exhibits two recurring themes in finite group theory. Many 
theorems having the form "If a group G has property P, then it also has 
property Q" are proved by induction on IGI in the following style: assume 
that G is a group of smallest possible order which has property P but not 
property Q, and then obtain a contradiction. In R. Baer's suggestive phrase, 
we assume that G is a "least criminal." 

The other theme is the reduction of a problem to the special case when a 
simple group is involved. Many theorems are proved by such a reduction, 
and this is one reason why the cIassificaton of the finite simple groups is so 
important. 

EXERCISES 

5.31. If G is a finite (not necessarily solvable) group and H is a normal Hall subgroup, 
then H char G. 

5.32. (i) If G is a finite solvable group, then for every set of primes n, a maximal 
n-subgroup is a Halln-subgroup. 

(ii) Let n = {3, 5}. Show that both l!:3 and l!:5 are maximaln-subgroups of S5' 
Conclude, when G is not solvable, that maximal n-subgroups may not be 
isomorphic and hence may not be conjugate. 

(iii) If n = {2, 5}, then a maximaln-subgroup of S5 is not a Halln-subgroup. 
(Hint. Exercise 3.25.) 

Definition. If n is a set of primes, define 01l(G) to be the subgroup of G 
generated by all the normaln-subgroups of G. 

5.33. Show that O,,(G) is a characteristic subgroup of G. 

5.34. Show that O,,(G) is the intersection of all the maximaln-subgroups of G. 
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Central Series and Nilpotent Groups 

The Sylow theorems show that knowledge of p-groups gives information 
about arbitrary finite groups. Moreover, p-groups have a rich supply of nor­
mal subgroups, and this suggests that normal series might be a powerful tool 
in their study. It turns out that the same methods giving theorems about 
p-groups also apply to a larger class, the nilpotent groups, which may be 
regarded as generalized p-groups. 

Definition. If H, K ~ G, then 

[H, K] = <[h, k]: hE Hand k E K), 

where [h, k] is the commutator hkh-1k-1. 

An example was given, in Exercise 2.43, showing that the set of all commu­
tators need not be a subgroup; in order that [H, K] be a subgroup, therefore, 
we must take the subgroup generated by the indicated commutators. It is 
obvious that [H, K] = [K, H], for [h, kr l = [k, h]. The commutator sub­
group G' is equal to [G, G] and, more generally, the higher commutator 
subgroup G(i+l) is equal to [G(i), G(i)]. 

We say that a subgroup K normalizes H if K ~ NG(H); it is easy to see that 
K normalizes H if and only if [H, K] ~ H. 

Definition. If H ~ G, the centralizer of H in G is 

CG(H) = {x E G: x commutes with every h E H}; 

that is, CG(H) = {x E G: [x, h] = 1 for all h E H}. 

We say that a subgroup K centralizes H if K ~ CG(H); it is easy to see that 
K centralizes H if and only if [H, K] = 1. 

If x, Y E G and [x, y] E K, where K <l G, then x and y "commute mod K"; 
that is, xKyK = yKxK in G/K. 

Lemma 5.30. 

(i) If K <l G and K ~ H :::; G, then [H, G] :::; K if and only if H/K :::; Z(G/K). 
(ii) If H, K :::; G and f: G -+ L is a homomorphism, then f([H, K]) = 

[f(H), f(K)]. 

Proof. (i) If hE Hand g E G, then hKgK = gKhK if and only if [h, g]K = K 
if and only if [h, g] E K. 

(ii) Both sides are generated by all f([h, k]) = [f(h), f(k)]. • 

Definition. Define characteristic subgroups Yi(G) of G by induction: 
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Notice that 'Y2(G) = ['Yl(G), GJ = [G, GJ = G' = G(l). It is easy to check 
that 'Yi +1 (G) ~ 'Yi(G). Moreover, Lemma 5.30(i) shows that [1'i(G), GJ = 1'i+1(G) 
gives 'Yi(G)l'Yi+l(G) ~ Z(Gl'Yi+l(G)). 

Definition. The lower central series (or descending central series) of G is the 
series 

G = 'Yl(G) ~ 'Y2(G) ~ ... 

(this need not be a normal series because it may not reach 1). 

There is another series of interest. 

Definition. The higher centers t(G) are the characteristic subgroups of G 
defined by induction: 

that is, if Vi: G --+ G/(i(G) is the natural map, then (i+l (G) is the inverse image 
of the center. 

Of course, (l(G) = Z(G). 

Definition. The upper central series (or ascending central series) of G is 

1 = (O(G) ~ (l(G) ~ (2(G) ~ .... 

When no confusion can occur, we may abbreviate (i (G) by (i and Yi( G) 
by 1'i. 

Theorem 5.31. If G is a group, then there is an integer c with (C(G) = G if and 
only if 'Y c +1 (G) = 1. Moreover, in this case, 

for all i. 

Proof. Assume that (C = G, and let us prove that the inclusion holds by 
induction on i. If i = 0, then 1'1 = G = (c. If 1'i+1 ~ (C-i, then 

[ GJ [1C-i GJ 1 c-i-l 1'i+2 = 1'i+1, ~.. , ~ .. , 

the last inclusion following from Lemma 5.30. We have shown that the inclu­
sion always holds; in particular, if i = c, then 'Yc+1 ~ (0 = 1. 

Assume that 'Yc+1 = 1, and let us prove that 1'c+l-j ~ (i by induction onj 
(this is the same inclusion as in the statement: set j = c - i). If j = 0, then 
1'c+l = 1 = (0. If 'Yc+l-j ~ (i, then the third isomorphism theorem gives a 
surjective homomorphism GI'YC+1-i --+ Gj(j. Now [1'e-i' GJ = 'Ye+l-i' so that 
Lemma 5.30 gives 1'c-iI'YC+l-j ~ Z(Gl'Yc+l-J By Exercise 3.10 [if A ~ Z(G) 
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and f: G --+ H is surjective, then f(A) ::; Z(H)], we have 

'Yc-Pl'j::; Z(Gl'j) = (j+1j(j. 

5. Normal Series 

Therefore, 'Yc-j ::; 'Yc- j( j ::; (j+1, as desired. We have shown that the inclusion 
always holds; in particular, ifj = c, then G = 'Y1 ::; (c. • 

The following result reflects another relationship between these two series. 

Theorem 5.32 (Schur). If G is a group with GjZ(G) finite, then G' is also finite. 

Proof(Ornstein). Let gl' ... , g" be representatives of the cosets of Z(G) in G; 
that is, each x E G has the form x = g;z for some i and some z E Z(G). For all 
x, y E G, [x, y] = [g;z, gjZ'] = [g;, gj], Hence, every commutator has the form 
[g;, gj] for some i,j, so that G' has a finite number « n2 ) of generators. 

Each element g' E G' can be written as a word C1 .,. Ct , where each C; is a 
commutator (no exponents are needed, for [x, yr1 = [y, x]). It suffices to 
prove that if a factorization of g' is chosen so that t = t(g') is minimal, then 
t(g') < n3 for all g' E G'. 

We prove first, by induction on r ~ 1, that if a, bEG, then [a, bJ = 
(aba-1b-1), = (ab),(a-1b-1),u, where u is a product of r - 1 commutators. 
This is obvious when r = 1. Note, for the inductive step, that if x, y E G, then 
xy = yxx-1y-1xy = yx[x-l, y-1]; that is, xy = yxc for some commutator c. 
Thus, if r > 1, then 

(aba-1b-1)'+1 = aba-1b-1 (aba-1b-1), 

= ab[a-1b-1] {(ab)'(a-1b-1 nu 

= ab{(ab)'(a-1b-1 n [a-1b- 1 ]cu 

for some commutator c, as desired. 
Since yx = x-1(xy)x, we have (yx)" = x-1(xy)"x = (xy)n, because [G: Z(G)] 

=n implies (ab)nEZ(G). Therefore, (a-1b-1)" = «baf1)n= «ba)")-l = «ab)nf1. 
It follows that 

[a, b]n is a product of n - 1 commutators. 

Now xyx = (xyx-1 )x2 , so that two x's can be brought together at the ex­
pense of replacing y by a conjugate of y. Take an expression of an element 
g' E G' as a product of commutators C1 ... Ct , where t is minimal. If t ~ n3, 

then there is some commutator c occurring m times, where m > n (for there 
are fewer than n2 distinct commutators). By our remark above, all such fac­
tors can be brought together to cm at the harmless expense of replacing 
commutators by conjugates (which are still commutators); that is, the num­
ber of commutator factors in the expression is unchanged. By (*), the length 
of the minimal expression for g' is shortened, and this is a contradiction. 
Therefore, t < n\ and so G' is finite. • 
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Definition. A group G is nilpotent4 if there is an integer c such that Ye+l(G) = 

1; the least such c is called the class of the nilpotent group G. 

Theorem 5.31 shows, for nilpotent groups, that the lower and upper cen­
tral series are normal series of the same length. 

A group is nilpotent of class 1 if and only if it is abelian. By Theorem 5.31, 
a nilpotent group G of class 2 is described by Y2(G) = G' :::;; Z(G) = (l(G). 
Every nonabelian group of order p3 is nilpotent of class 2, by Exercise 4.7. 

Theorem 5.33. Every finite p-group is nilpotent. 

Proof. Recall Theorem 4.4. Every finite p-group has a nontrivial center. If, for 
some i, we have (i(G) < G, then Z(G/(\G)) -:F 1 and so (i(G) < (i+l(G). Since 
G is finite, there must be an integer i with (i(G) = G; that is, G is nilpotent . 

• 
This theorem is false without the finiteness hypothesis, for there exist infi­

nite p-groups that are not nilpotent (see Exercise 5.45 below); indeed, there is 
an example of McLain (1954) of an infinite p-group G with Z(G) = 1, with 
G' = G (so that G is not even solvable), and with no characteristic subgroups 
other than G and 1. 

Theorem 5.34. 

(i) Every nilpotent group G is solvable. 
(ii) If G -:F 1 is nilpotent, then Z(G) -:F 1. 
(iii) S3 is a solvable group that is not nilpotent. • 

Proof. (i) An easy induction shows that G(i) :::;; Yi(G) for all i. It follows that if 
Ye+1 (G) = 1, then G(e+l) = 1; that is, if G is nilpotent (of class:::;; c), then Gis 
solvable (with derived length:::;; c + 1). 

(ii) Assume that G -:F 1 is nilpotent of class c, so that Ye +1 (G) = 1 and 
yAG) -:F 1. By Theorem 5.31,1 -:F Ye(G):::;; (l(G) = Z(G). 

(iii) The group G = S3 is solvable and Z(S3) = 1. • 

Theorem 5.35. Every subgroup H of a nilpotent group G is nilpotent. Moreover, 
if G is nilpotent of class c, then H is nilpotent of class :::;; c. 

Proof. It is easily proved by induction that H :::;; G implies Yi(H) :::;; Yi(G) for all 
i. Therefore, Ye +1 (G) = 1 forces Ye +1 (H) = 1. • 

4 There is an analogue of the descending central series for Lie algebras, and Engel's theorem says 
that if the descending central series of a Lie algebra L reaches 0, then L is isomorphic to a Lie 
algebra whose elements are nilpotent matrices. This is the reason such Lie algebras are called 
nilpotent, and the term for groups is taken from Lie algebras. 
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Theorem 5.36. If G is nilpotent of class c and H <J G, then G/H is nilpotent of 

class ~ c. 

Proof. If f: G -+ L is a surjective homomorphism, then Lemma 5.30 gives 
Yi(L) ~ f(Yi(G)) for all i. Therefore, Yc+l(G) = 1 forces Yc+l(L) = 1. The theo­
rem follows by taking f to be the natural map. • 

We have proved the analogues for nilpotent groups of Theorems 5.15 and 
5.16; is the analogue of Theorem 5.17 true? If H <J G and both Hand G/H are 
nilpotent, then is G nilpotent? The answer is "no": we have already seen that 
S3 is not nilpotent, but both A3 ~ 1:3 and S3/A3 ~ 1:2 are abelian, hence 
nilpotent. A positive result of this type is due to P. Hall. If H <J G, then we 
know that H' <J G; Hall proved that if both Hand G/H' are nilpotent, then 
G is nilpotent (a much simpler positive result is in Exercise 5.38 below). The 
analogue of Corollary 5.18 is true, however. 

Theorem 5.37. If Hand K are nilpotent, then their direct product H x K is 
nilpotent. 

Proof. An easy induction shows that y;(H x K) ~ Yi(H) x Yi(K) for all i. If 
M = max{c, d}, where Yc+l(H) = 1 = Yd+l(K), then YM+l(H x K) = 1 and 
H x K is nilpotent. • 

Theorem 5.38. If G is nilpotent, then it satisfies the normalizer condition: if 
H < G, then H < NG(H). 

Proof. There exists an integer i with Yi +1 (G) ~ Hand Yi( G) -j;, H (this is true 
for any descending series of subgroups starting at G and ending at 1). Now 
[Yi' H] ~ [Yi' G] = Yi+l ~ H, so that Yi normalizes H; that is, Yi ~ NG(H). 
Therefore, H is a proper subgroup of NG(H). • 

The converse is also true; it is Exercise 5.37 below. 

Theorem 5.39. A finite group G is nilpotent if and only if it is the direct product 
of its Sylow subgroups. 

Proof. If G is the direct product of its Sylow subgroups, then it is nilpotent, 
by Theorems 5.33 and 5.37. 

For the converse, let P be a Sylow p-subgroup of G for some prime p. By 
Exercise 4.11, NG(p) is equal to its own normalizer. On the other hand, if 
NG(p) < G, then Theorem 5.38 shows that NG(P) is a proper subgroup of its 
own normalizer. Therefore, NG(P) = G and P <J G. The result now follows 
from Exercise 4.12. • 

Of course, in any group, every subgroup of prime index is a maximal 
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subgroup. The converse is false in general (84 has a maximal subgroup of 
index 4, as the reader should check), but it is true for nilpotent groups. 

Theorem 5.40. If G is a nilpotent group, then every maximal subgroup H is 
normal and has prime index. 

Proof. By Theorem 5.38, H < NG(H); since H is maximal, NG(H) = G, and so 
H <J G. Exercise 2.58 now shows that G/H has prime order. • 

Theorem 5.41. Let G be a nilpotent group. 

(i) If H is a nontrivial normal subgroup, then H II Z(G) i= 1. 
(ii) If A is a maximal abelian normal subgroup of G, then A = CG(A). 

Proof. (i) Since (O(G) = 1 and G = (C(G) for some c, there is an integer i for 
which H II (i(G) i= 1; let m be the minimal such i. Now [H II (m(G), G] ::;; 
H II [(meG), G] ::;; H II (m-l(G) = 1, because H <J G, and this says that 1 i= 
H II (m(G) ~ H II Z(G). 

(ii) Since A is abelian, A ::;; CG(A). For the reverse inclusion, assume that 
9 E CG(A) and 9 ¢ A. It is easy to see, for any subgroup H (of any group G) 
and for all 9 E G, that gCG(H)g-l = CG(g-l Hg). Since A <J G, it follows that 
gCG(A)g-l = CG(A) for all 9 E G, and so CG(A) <J G. Therefore, CG(A)/A is 
a nontrivial normal subgroup of the nilpotent group G / A; by (i), there is 
x ¢ A with Ax E (CG (A) / A) II Z ( G / A). The correspondence theorem gives 
<A, x) a normal abelian subgroup of G strictly containing A, and this con­
tradicts the maximality of A. • 

EXERCISES 

5.35. If G is nilpotent of class 2 and if a E G, then the function G ---> G, defined by 
x H [a, x], is a homomorphism. Conclude, in this case, that CG(a) <l G. 

5.36. If G is nilpotent of class c, then G/Z(G) is nilpotent of class c - 1. 

5.37. Show that the following conditions on a finite group G are equivalent: 
(i) G is nilpotent; 

(ii) G satisfies the normalizer condition; 
(iii) Every maximal subgroup of G is normal. 

5.38. If H ~ Z(G) and if G/H is nilpotent, then G is nilpotent. 

Definition. A normal series 

G = G 1 ~ G2 ~ •.. ~ Gn = 1 

with each Gi <J G and GdGi+1 ::;; Z(G/Gi+1) is called a central series. 

5.39. (i) If G is nilpotent, then both the upper and lower central series of G are 

central series. 
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(ii) Prove that a group G is nilpotent if and only if it has a central series 
G = G1 ~ G2 ~ ... ~ Gn = 1. Moreover, if G is nilpotent of class c, then 
Yi+1(G):::; Gi+1 :::; (c-i(G) for all i. 

5.40. If G is a nilpotent group and H is a minimal normal subgroup of G, then 
H:::; Z(G). 

5.41. The dihedral group D2n is nilpotent if and only if n is a power of 2. 

5.42. Let G be a finite nilpotent group of order n. If min, then G has a subgroup of 
order m. 

5.43. (i) If Hand K are normal nilpotent subgroups of a finite group G, then HK is 
a normal nilpotent subgroup. 

(ii) Every finite group G has a unique maximal normal nilpotent subgroup 
g;(G) (which is called the Fitting subgroup of G). 

(iii) Show that g;(G) char G when G is finite. 

5.44. (i) Show Yi(UT(n, Zp)) consists of all upper triangular matrices with 1's on the 
main diagonal and O's on the i - 1 superdiagonals just above the main 
diagonal (Hint. If A is unitriangular, consider powers of A - E, where E is 
the identity matrix.) 

(ii) The group UT(n, Zp) of all n x n unitriangular matrices over Zp is a p-group 
that is nilpotent of class n - 1. 

5.45. For each n ~ 1, let Gn be a finite p-group of class n. Define H to be the group of 
all sequences (gj, g2, ... ), with gn E Gn for all n and with gn = 1 for all large n; 
that is, gn =f. 1 for only a finite number of gn' Show that H is an infinite p-group 
which is not nilpotent. 

5.46. If x, Y E G, denote yxy-l by x Y• If x, y, Z E G, prove 

[x, yz] = [x, y] [x, zJy 

(Recall that [x, y] = xyx-1y-l.) 

and [xy, z] = [y, zY[x, z]. 

5.47 (Jacobi identity). If x, y, Z E G, denote [x, [y, z]] by [x, y, z]. Prove that 
[x, y-t, zY[y, z-t, xY[z, x-I, yy = 1. 

5.48. (i) Let H, K, L be subgroups of G, and let [H, K, L] = < [h, k, I]: h E H, k E K, 
IE L>. Show that if[H, K, L] = 1 = [K, L, H], then [L, H, K] = 1. 

(ii) (Three subgroups lemma). If N <J G and [H, K, L] [K, L, H] :::; N, then 
[L,H,K]:::; N. 

(iii) If H, K, and L are all normal subgroups of G, then [L, H, K] :::; 
[H, K, L] [K, L, H]. (Hint. Set N = [H, K, L] [K, L, H].) 

5.49. If G is a group with G = G', then GjZ(G) is centerless. (Hint. Use the three 
subgroups lemma with H = (2(G) and K = L = G.) 

5.50. Prove that [Yi(G), YiG)] :::; Yi+j(G) for all i,j. (Hint. Use the three subgroups 
lemma.) 

5.51. If H <J G and H n G' = 1, then H :::; Z(G) (and so H is abelian). 
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p-Groups 

There ~re many commutator identities that are quite useful even though they 
are qmte elementary. 

Lemma 5.42. Let x, y E G and assume that both x and y commute with [x, y]. 
Then: 

(i) [x, y]n = [xn, y] = [x, yn] for all n E Z; and 
(ii) (xy)" = [y, x]n(n-l)/2x nyn for all n ~ o. 

Proof. (i) We first prove (i) for nonnegative n by induction on n ~ O· of course 
it is true when n = O. For the inductive step, note that ' , 

[x, y]"[x, y] = x [x, y]"yx-1y-1, by hypothesis 

= x[xn, y]yx-1y-I, by induction 

= x(xnyx-ny-l )yx-1y-l 

= [xn+1, y]. 

Now x[x, y] = [x, y]x, by hypothesis, so that xyx-1y-l = yx-1y-1x; 
that is, [x, yr1 = [y, x-1r1 = [x-I, y]. Therefore, ifn ~ 0, then [x, yrn = 
[x-l, y]n = [x-n, y], as desired. 

(ii) The second identity is also proved by induction on n ~ o. 
(xy)"(xy) = [y, x]"(n -1)/2x nynxy 

= [y, x]n(n-l)/2x n+l[x-1, yn]yn+1 

= [y, x]"(n-l)/2x n+1 [y, x]"yn+1 

= [y, x]n(n-l)/2[y, x]nxn+lyn+1 

= [y, x]<n+l)n/2x n+l yn+l. • 

Theorem 5.43. If G is a p-group having a unique subgroup of order p and more 
than one cyclic subgroup of index p, then G ~ Q, the quaternions. 

Proof. If A is a subgroup of G of index p, then A <J G, by Theorem 5.40. Thus, 
if x E G, then Ax E G/A, a group of order p, and so x P EA. Let A = (a) 
and B = (b) be distinct subgroups of index p, and let D = An B; note that 
D <J G, for it is the intersection of normal subgroups. Our initial remarks 
show that the subset 

GP={XP:XEG} 

is contained in D. Since A and B are distinct maximal subgroups, it follows 
that AB = G, and so the product formula gives [G: D] = p2. Hence, G/D is 
abelian and G' ::;; D, by Theorem 2.23. As G = AB, each x EGis a product of 
a power of a and a power of b; but every element of D is simultaneously a 



120 5. Normal Series 

power of a and a power of b, and so it commutes with each x E G; that is, 
D ~ Z(G). We have seen that 

G' ~ D ~ Z(G), 

so that the hypothesis of Lemma 5.42(i) holds. Hence, for every x, y E G, 
[y, x]P = [yP, x]. But yPED ~ Z(G), and so [y, xJP = 1. Now Lemma 5.42(ii) 
gives (xy)P = [y, X]p(p-l)/2xPyP. If p is odd, then plp(p - 1)/2, and (xy)P = 
xPyp. By Exercise 2.55, if G[p] = {x E G: x P = I} and GP = {xP: x E G} (as 
defined above), then both these subsets are subgroups and [G: G[p]] = IGPI· 
Thus, 

IG[p]1 = [G: GP] = [G: D] [D: GP] ? p2, 

and G[p] contains a subgroup E of order p2; but E must be elementary 
abelian, so that G[p], hence G, contains more than one subgroup of order p. 
We conclude that p = 2. 

When p = 2, the commutator identity gives 

(xy)4 = [y,x]6x4y4 

for all x, y E G. Since [y, xf = 1 (we saw above that [y, xV = 1), the map 
rp : x ~ x4 is a homomorphism, and so G[4] = {x4 : x E G} = ker rp and 
G4 = {x4 : x E G} = im rp are subgroups of G. The first isomorphism theorem 
gives 

IG[4]1 = [G: G4] = [G: D][D: G4] = 4[D: G4]. 

Now A/ D = A/(A n B) c::::: AB/ B = G/ B, for A and B are distinct maximal 
subgroups of G. Therefore, [A : D] = 2 and D = <a2 ) (cyclic groups have a 
unique subgroup of any order). Now G2 ~ <a) n <b) = D = <a2 ), so that 
G4 ~ <a4). It follows that G4 = <a4), for the reverse inclusion <a4) ~ G4 is 
obvious. Therefore, [D: G4 ] = [<a 2 ) : <a4 )] = 2, and IG[4]1 = 8. It follows 
that G[4] c::::: Q, for it has order 8, exponent 4, and a unique subgroup of 
order 2. If a4 #- 1, then D = <a2 ) has order 2m ? 4, and hence it contains a 
cyclic subgroup <u) of order 4; of course, <u) ~ G[4]. There is a second 
cyclic subgroup <v) ~ G[4] c::::: Q. Since <u) ~ D :::; Z(G), however, the sub­
group H = <u)<v) is abelian. But H contains more than one involution, for 
either u2 #- v2 or u2 =j:. uv- 1. Thus, a4 = 1, IDI = l<a2)1 = 2, and IGI = 8. 
Therefore, G = G[4] c::::: Q. • 

We do an exercise in congruences before giving the next theorem. 

Theorem 5.44. Let U(l"2m) be the multiplicative group 

U(l"2m) = {[a] E l"2m: a is odd}. 
If m ? 3, then 

Remark. U(l"2m) is the group of units in the ring l"2m. 

Proof. By Exercise 2.23, I U(l"2m)1 = <p(2m) = 2m - 1 . Induction and the bino-
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mial theorem show that 52m- 3 = (1 + 4)2m- 3 == 1 + 2m- 1 mod 2m . 

Since U(Zz~) is a 2-group, [5] has order 2', for some s ~ m - 2 (because 
1 + 2m- l =1= 1 mod 2m). Of course, [-1] has order 2. We claim that 
<[5])n<[-I]) = 1. If not, then [5']=[-1] for some t; that is, 
5' == - 1 mod 2m. Since m ~ 3, this congruence implies 5' == - 1 mod 4; but 
5 == 1 mod 4 implies 5' == 1 mod 4, a contradiction. It follows that these two 
cyclic subgroups generate their direct product, which is a subgroup of order 
at least 2 x 2' ~ 2 x 2m- Z = 2m- l = <p(2m). This subgroup is thus all of 
U(Zz~), • 

Corollary 5.45. Let G be a group containing elements x and y such that x has 
order 2m (where m ~ 3), yZ = xZ', and yxy-l = Xl. Then 

t = ± 1 or t = ± 1 + 2m - l . 

In the latter two cases, G contains at least two involutions. 

Proof. Since yZ = xZ' commutes with x, we have 

x = yZxy-Z = yx'y-l = X12 , 

so that t Z == 1 mod 2m, and the congruence class [t] is an element of order 2 
in U(Zz~). If m ~ 3, the lemma exhibits the only four such elements, and this 
gives the first statement. 

One involution in G is XZ~-I. Suppose t = 1 + 2m- l . For any integer k, 

(xky)Z = Xk(yxky-l)i = Xk+kI+Z' = xZ', 

where s = k(1 + 2m-Z) + 2,-1. Since m ~ 3,1 + 2m- Z is odd, and we can 
solve the congruence s = k(1 + 2m- 2) + 2r - 1 == 0 mod 2m-I. For this choice 
of k, we have (xky)2 = x2' = x2m = 1, so that xky is a second involution (lest 

y E <x»). 
Suppose that t = -1 + 2m-I. As above, for any integer k, 

(1) 

Now 2' -I ( -1)2' (_1+2m- 1)2' _2'+2 mH- 1 _ -2' 
yx Y = yxy = x = x - x , 

because r ~ 1 implies m + r - 1 ~ m, and so X 2mH
-

1 = 1. Hence 

1 = (yx2' y-l )x2' = yy2 y-l y2 = y4 = (x2')2 = x 2'+!; 

we conclude that r + 1 = m (because x has order 2m) and, also, that y4 = 1; 
hence, y2 is an involution. If we set k = 1 in Equation (1), then (xy)2 = 1; 
that is, xy is an involution. But y2 =1= xy, and so we have displayed two dis­

tinct involutions in G. • 

Theorem 5.46. A finite p-group G having a unique subgroup of order p is either 
cyclic or generalized quaternion. 

Proof. The proof is by induction on n, where I GI = pO; of course, the theorem 

is true when n = O. 
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Assume first that p is odd. If n > 0, then G has a subgroup H of index p, by 
Exercise 4.2, and H is cyclic, by induction. There can be no other subgroup 
of index p, lest G be the quaternions (Theorem 5.43), which is a 2-group. 
Therefore, H is the unique maximal subgroup of G, and so it contains every 
proper subgroup of G. But if G is not cyclic, then <x) is a proper subgroup of 
G for every x E G, and so G ~ H, which is absurd. 

Assume now that G is a 2-group. If G is abelian, then Theorem 2.19 shows 
that G is cyclic; therefore, we may assume that G is not abelian. Let A be a 
maximal normal abelian subgroup of G. Since A has a unique involution, A 
is cyclic, by Theorem 2.19, say, A = <a). We claim that A has index 2. As­
sume, on the contrary, that IG/AI ~ 4. If G/A does not have exponent 2, then 
there is Ab E G/A with b2 ¢ A. Consider H = <a, b2 ) < <a, b) ~ G. If His 
abelian, then b2 centralizes A, contradicting Theorem 5.41 (ii). As H is not 
abelian, it must be generalized quaternion, by induction. We may thus as­
sume that b2ab- 2 = a-I. Now <a) <l G gives bab- I = ai for some i, so that 

a-I = b2ab- 2 = b(bab-l)b-1 = baib- I = ail, 

and i2 == -1 mod 2e, where 2e is the order of a. Note that e ~ 2, for A prop­
erly contains Z(G). But there is no such congruence: if e ~ 3, then Theorem 
5.44 shows that this congruence never holds; if e = 2, then -1 is not a square 
mod 4. It follows that G/A must have exponent 2. Since IG/AI ~ 4, G/A 
contains a copy of V. Therefore, there are elements c and d with c, d, c-Id ¢ A 
and with <a, c), <a, d), and <a, c-Id) proper subgroups of G. Now none of 
these can be abelian, lest c, d, or c-Id centralize A, so that all three are 
generalized quaternion. But there are equations cac-I = a-I = dad-I, giving 
c-Id E CG(A), a contradiction. We conclude that A = <a) must have index 2 
in G. 

Choose bEG with b2 E <a). Replacing a by another generator of A if 
necessary, we may assume, by Exercise 2.20, that there is some r ~ n - 2 with 

b2 = a2r• 

Now bab- I = at for some t, because <a) <l G. Since G has only one involu­
tion, Corollary 5.45 gives t = ± 1. But t = 1 says that a and b commute, so 
that G is abelian, hence cyclic. Therefore, we may assume that t = - 1 and 
G = <a, b), where 

a2n-. = 1, bab-I = a-I, b2 = a2r• 

To complete the proof, we need only show that r = n - 2. This follows from 
Theorem 5.44: since t = -1, we have 2' == - 2' mod 2"-1, so that 2'+1 == 
Omod 2"-1, and r = n - 2. • 

It is not unusual that the prime 2 behaves differently than odd primes. 

Definition. If G is a group, then its Frattini subgroup $( G) is defined as the 
intersection of all the maximal subgroups of G (a subgroup M ~ G is a 
maximal subgroup if M < G and there is no subgroup H with M < H < G). 

If G is finite, then G always has maximal subgroups; if G is infinite, it may 
have no maximal subgroups. For example, let G = Q, the additive group of 
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rationals. Since G is abelian, a maximal subgroup H of G would be normal, 
and so G/H would be a simple abelian group; hence G/H would be finite and 
of prime order. But it is easy to see that Q has no subgroups of finite index (it 
has no finite homomorphic images). 

If an (infinite) group G has no maximal subgroups, one defines <1>(G) = G. 
It is clear that <1>(G) char G, and so <1>(G) <l G. 

Definition. An element x EGis called a nongenerator if it can be omitted from 
any generating set: if G = <x, Y), then G = < Y). 

Theorem 5.47. For every group G, the Frattini subgroup <1>(G) is the set of all 
nongenerators. 

Proof. Let x be a nongenerator of G, and let M be a maximal subgroup of G. 
If x ¢ M, then G = <x, M) = M, a contradiction. Therefore x E M, for all M, 
and so x E <1>(G). Conversely, if Z E <1>(G), assume that G = <z, Y). If < Y) t= 
G, then there exists a maximal subgroup M with < Y) ~ M. But Z E M, and 
so G = <z, Y) ~ M, a contradiction. Therefore, z is a nongenerator. • 

Theorem 5.48. Let G be a finite group. 

(i) (Frattini, 1885). <1>( G) is nilpotent. 
(ii) If G is a finite p-group, then <1>(G) = G'GP, where GP is the subgroup of G 

generated by all pth powers. 
(iii) If G is a finite p-group, then G/<1>(G) is a vector space over lLp • 

Proof. (i) Let P be a Sylow p-subgroup of <1>(G) for some p. Since <1>(G) <l G, 
the Frattini argument (!) gives G = <1>(G)NG(P). But <1>(G) consists of non­
generators, and so G = NG(P); that is, P <l G and hence P <l <1>(G). Therefore, 
<1>(G) is the direct product of its Sylow subgroups; by Theorem 5.39, <1>(G) is 
nilpotent. 

(ii) If M is a maximal subgroup of G, where G is now a p-group, then 
Theorem 5.40 gives M <l G and [G: M] = p. Thus, G/M is abelian, so that 
G' ~ M; moreover, G/ M has exponent p, so that xP EM for all x E G. 
Therefore, G' GP ~ <1>( G). 

For the reverse inclusion, observe that G/G'GP is an abelian group of expo­
nent p, hence is elementary abelian, and hence is a vector space over lLp­
Clearly <1>(G/G'GP) = 1. If H <l G and H :s; <1>(G), then it is easy to check that 
<1>(G) is the inverse image (under the natural map) of <1>(G/H) (for maximal 
subgroups correspond). It follows that <1>(G) = G'GP. 

(iii) Since G'GP = <1>(G), the quotient group G/<1>(G) is an abelian group of 
exponent p; that is, it is a vector space over lLp- • 

Theorem 5.49 (Gaschiitz, 1953). For every (possibly infinite) group G, one has 
G' n Z(G) ~ <1>(G). 

Proof. Denote G' n Z(G) by D. If D <j;, <1>(G), there is a maximal subgroup M 
of G with D <j;, M. Therefore, G = MD, so that each g E G has a factorization 
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g = md with mE M and dE D. Since dE Z(G), gMg-l = mdMd-lm-l = 
mMm- l = M, and so M <J G. By Exercise 2.58, GjM has prime order, hence 
is abelian. Therefore, G' :$; M. But D :$; G' :$; M, contradicting D 1, M. • 

Definition. A minimal generating set of a group G is a generating set X such 
that no proper subset of X is a generating set of G. 

There is a competing definition in a finite group: a generating set of smallest 
cardinality. Notice that these two notions can be distinct. For example, let 
G = <a) x <b), where a has order 2 and b has order 3. Now {a, b} is a 
minimal generating set, for it generates G and no proper subset of it gener­
ates. On the other hand, G is cyclic (of order 6) with generator ab, and so {ab} 
is a minimal generating set of smaller cardinality. In a finite p-group, how­
ever, there is no such problem. 

Theorem 5.50 (Burnside Basis Theorem, 1912). If G is a finite p-group, then 
any two minimal generating sets have the same cardinality, namely, dim Gj<l>(G). 
Moreover, every x ¢ <l>(G) belongs to some minimal generating set of G. 

Proof. If {Xl' ... , xn} is a minimal generating set, then the family of cosets 
{Xl' ... , Xn} spans Gj<l>(G) (where X denotes the coset x<l>(G)). If this family is 
dependent, then one of them, say Xl' lies in <x2 , •.. , xn). There is thus y E 
<X2, ... , xn) :$; G with Xly-l E <l>(G). Clearly, {xly-t, X2, ... , xn} generates 
G, so that G = <Xz, ... , Xn), by Theorem 5.47, and this contradicts mini­
mality. Therefore, n = dim Gj<l>(G), and all minimal generating sets have the 
same cardinality. 

If X ¢ <l>(G), then X =1= 0 in the vector space Gj<l>(G), and so it is part of a 
basis {x, X2, ... , xn }· If x;represents the coset Xi' for i z 2, then G = <<l>(G), X, 

X2, ... , xn) = <x, X2, ... , xn). Moreover, {x, x 2, ... , xn} is a minimal gener-
ating set, for the cosets of a proper subset do not generate Gj<l>(G). • 

EXERCISES 

5.52. Every subgroup of Qn is either cyclic or generalized quaternion. 

5.53 (Wielandt). A finite group G is nilpotent if and only if G' ::;; <1> (G). 

5.54. If G is a finite p-group, then G is cyclic if and only if G /<1>( G) is cyclic. 

Definition. A finite p-group G is extra-special if Z(G) is cyclic and <l>(G) = 
Z(G) = G'. 

5.55. If G is extra-special, then G/Z(G) is an elementary abelian group. 

5.56. Every nonabelian group of order p3 is extra-special. 

5.57. (i) If m is a power of 2, what is the class of nilpotency of D2n? 
(ii) What is the class of nilpotency of Qn? (Hint. Exercise 4.42.) 



CHAPTER 6 

Finite Direct Products 

The main result of this chapter is a complete description of all finite abelian 
groups as direct products of cyclic p-groups. By passing from abelian groups 
to modules over a principal ideal domain, we show that this result gives 
canonical forms for matrices. The essential uniqueness of the factorization of 
a finite abelian group as a direct product of cyclic p-groups is then generalized 
to nonabelian groups that are direct products of "indecomposable" groups. 

The Basis Theorem 

For the next few sections, we shall deal exclusively with abelian groups; as 
is customary, we shift from multiplicative to additive notation. Here is a 
dictionary of some common terms. 

ab a+b 
1 0 

a-1 -a 
a" na 

ab-1 a-b 
HK H+K 
aH a+H 

direct product direct sum 
HxK H$K 
fIH; 'LH; 

If a nonabelian group G = H x K is a direct product, then H is called a direct 
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factor of G; in additive notation, one writes G = H EEl K, and one calls H a 
(direct) summand of G. 

There are two remarks greatly facilitating the study of abelian groups. 
First, if a, bEG and nEZ, then n(a + b) = na + nb (in multiplicative nota­
tion, (abr = anbn, for a and b commute). Second, if X is a nonempty subset of 
G, then <X) is the set of all linear combinations of elements in X having 
coefficients in Z (see Theorem 2.7: in additive notation, words on X become 
linear combinations). 

Definition. If G is an abelian p-group for some prime p, then G is also called 
a p-primary group. 

When working wholly in the context of abelian groups, one uses the term 
p-primary; otherwise, the usage of p-group is preferred. 

We have already proved, in Theorem 5.39, that every finite nilpotent group 
is the direct product of its Sylow subgroups; since every abelian group is 
nilpotent, the next theorem is an immediate consequence. However, we give 
another proof here to put the reader in the abelian mode. The following 
theorem was attributed to Gauss by G.A. Miller (1901). 

Theorem 6.1 (Primary Decomposition). Every finite abelian group G is a direct 
sum of p-primary groups. 

Proof. Since G is finite, it has exponent n for some n: we have nx = 0 for all 
x E G. For each prime divisor p of n, define 

Gp = {x E G: pex = 0 for some e}. 

Now Gp is a subgroup of G, for if pnx = 0 and pmy = 0, where m ::;; n, then 
pn(x - y) = 0 (because G is abelian). We claim that G = L Gp , and we use the 
criterion in Exercise 2.75(i). 

Let n = p~' ... p:', where the Pi are distinct primes and ei > 0 for all i. Set 
ni = n/p~;, and observe that the gcd (nl' ... , nt ) = 1 (no Pj divides every nJ By 
Theorem VI.2 in Appendix VI, there are integers Si with L Sini = 1, and so 
x = L (sinix). But Sinix E Gp ;, because p~;sinix = Sinx = O. Therefore, G is 
generated by the family of Gp's. 

Assume that x E Gp n < Uq#p Gq ). On the one hand, pex = 0 for some 
e ~ 0; on the other hand, x = L x q , where qeqXq = 0 for exponents eq • If 
m = n qeq , then m and pe are relatively prime, and there are integers rand S 

with 1 = rm + spe. Therefore, x = rmx + spex = 0, and so G n < U 4 G) = 
O. • p q.,-p q 

Definition. The subgroups G p are called the p-primary components of G. 

Of course, G p is the Sylow p-subgroup of G, but the usage of p-primary 
component is preferred when the works wholly in the context of abelian groups. 
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We are going to show that every finite abelian group is a direct sum of 
cyclic groups; it now suffices to assume that G is p-primary. 

Definition. A set {x 1, ... , xr } of nonzero elements in an abelian group is 
independent if, whenever there are integers m l , ... , mr with Li=l mixi = 0, 
then each mixi = O. 

When an abelian group G has exponent p, for some prime p, then it is a 
vector space over 7L p , and the notion of independence just defined coincides 
with the usual notion of linear independence: mixi = 0 implies plmi, so that 
the congruence class [m;] = 0 in 7L p • Of course, if G has no elements of finite 
order (as is the case, for example, when G is a vector space over i1J, IR, or IC), 
then mixi = 0 implies mi = 0, and so the definition of independence coincides 
with that of linear independence in this case as well. 

Lemma 6.2. If G is an abelian group, then a subset {x 1> ••• , xr} of nonzero 
elements of G is independent if and only if <Xl"'" Xr) = <Xl) EB'" ® <Xr)· 

Proof. Assume independence; if y E <Xi) n < {Xj:j #- i}), then there are 
integers ml , ... , mr with y = -mixi = LNi mjxj' and so L~=l mkxk = O. By 
independence, mkxk = 0 for all k; in particular, mixi = 0 and so y = - mixi = 

O. Exercise 2.7S(i) now shows that <Xl' ... , xr) = <Xl) ® ... EB <xr)' 
For the converse, assume that L mixi = O. For each j, we have -mjxj = 

Lk#j mkxk E <x) n < {Xk: k #- j}) = O. Therefore, each mjxj = 0 and {Xl"'" 
x r } is independent. • 

Here is a solution to a part of Exercise 2.78. 

Corollary 6.3. Every finite abelian group G of prime exponent p is an elemen­
tary abelian p-group. 

Proof. As a vector space over 7L p , G has a basis {Xl' ... , x r }· Therefore, G = 
<Xl' ... , xr), because a basis spans, and G = <Xl) ® ... EB <xr), because a 
basis is independent. • 

Lemma 6.4. Let {Xl"'" Xr} be an independent subset of a p-primary abelian 
group G. 

(i) If {z 1, ... , Zr} c G, where PZi = Xi for all i, then {z 1, ... , Zr} is indepe~dent. 
(ii) If kl' ... , kr are integers with kiXi #- 0 for all i, then {k 1 Xl' ... , krxr} IS also 

independent. 

Proof. An exercise for the reader. • 

Definition. If G is an abelian group and m > 0 is an integer, then 

mG = {mx: X E G}. 
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It is easy to see that mG is a subgroup of G; indeed, since G is abelian, the 
function J.lm: G --+ G, defined by x i-+ mx, is a homomorphism (called multipli­
cation by m), and mG = im J.lm. We denote ker J.lm by G[m]; that is, 

G[m] = {x E G: mx = O}. 

Theorem 6.5 (Basis Theorem).l Every finite abelian group G is a direct sum of 
primary cyclic groups. 

Proof. By Theorem 6.1, we may assume that Gis p-primary for some prime 
p. We prove the theorem by induction on n, where pnG = O.lfn = 1, then the 
theorem is Corollary 6.3. 

Suppose that pn+1G = 0.1f H = pG, then pnH = 0, so that induction gives 
H = Li=l (Yi). Since Yi E H = pG, there are Zi E G with PZi = Yi. By Lemma 
6.2, {Yl' ... ' Yr} is independent; by Lemma 6.4 (i), {Zl' ... ' zr} is independent, 
and so L = (Zl' . .. , zr) is a direct sum: L = Li=l (Zi)· 

Here is the motivation for the next step. Were the theorem true, then 
G = L Ck , where each Ck is cyclic, and H = pG = L pCk • In considering pG, 
therefore, we have neglected all Ck of order p, if any, for multiplication by p 
destroys them. The construction of L has recaptured the Ck of order greater 
than p, and we must now revive the Ck of order p. 

For each i, let ki be the order of Yi' so that kizi has order p. The linearly 
independent subset {k 1 Z l' ... , krzr} of the vector space G [p] can be extended 
to a basis: there are elements {Xl' ... , xs} so that {klz l , ... , krz" Xl' ... , X.} 
is a basis of G[p]. If M = (Xl' ... , X.), then independence gives M = L (xj ). 

We now show that M consists of the resurrected summands of order p; that 
is, G = L Ee M, and this will complete the proof. 

(i) L (1 M = O. If gEL (1 M, then 9 = L bizi = L ajxj. Now pg = 0, 
because gEM, and so L pbizi = O. By independence, pbizi = biYi = 0 
for all i. It follows from Exercise 2.13 that bi = biki for some bi. Therefore, 
0= L bikizi - L ajxj' and so independence of {klz l , ... , krz" Xl' ... , X.} 
gives each term 0; hence 9 = L ajxj = O. 

(ii) L + M = G. If 9 E G, then pg E pG = H, and so pg = L CiYi = L PCiZi. 
Hence, p(g - L CiZi) = 0 and 9 - L CiZi E G[p]. Therefore, 9 - L CjZi = 
L bikizi + L ajxj' so that 9 = L (Ci + biki)Zi + L ajxj E L + M. • 

Corollary 6.6. Every finite abelian group G is a direct sum of cyclic groups: 
G = Ll=l (Xi), where Xi has order mi, and 

Proof. Let the primary decomposition of G be G = Li=l Gp ,. By the basis 
theorem, we may assume that each G p, is a direct sum of cyclic groups; let 

1 The basis theorem was proved by E. Schering (1868) and, independently, by L. Kronecker 
(1870). 
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Ci be a cyclic summand of G Pi of largest order, say, p7i • It follows that G = 
KEEl (C l EEl ... EEl Cr ), where K is the direct sum of the remaining cyclic sum­
mands. But Cl EEl··· EEl Ct is cyclic of order m = n p7i , by Exercise 2.62(ii). 
Now repeat this construction: let K = H EEl D, where D is cyclic of order n, 
say. If there is a cyclic summand S •. in D arising from G ,that is if G ..J. C· 

Pi 'Pi""'" I' 

then Si has order p{i :::;; p7i, so that p{ilp7i, for all i, and nlm. This process ends 
in a finite number of steps. • 

Definition. If G has a decomposition as a direct sum G = " C· where C· is ~ " t 

cyclic of order mi and mllm21 ... 1 mt , then one says that G has invariant/actors 
(ml' ... , mt )· 

Theorem 6.7. If p is an odd prime, the multiplicative group 

U(Zpn) = {[a] E Zpn: (a, p) = 1}, 

is cyclic of order (p - l)p"-l. 

Remark. Theorem 5.44 computes this group for the prime 2. 

Proof. If n = 1, the result is Theorem 2.18, and so we may assume that n ;;::: 2. 
Let us denote U(Zpn) by G. By Exercise 2.23, IGI = <p(p") = (p - l)p"-l. 

It is easy to see that B = {[b] E G: b == 1 mod p} is a subgroup of G. Every 
integer b has a unique expression in base p: if 1 :::;; b < p", then 

where 0:::;; ai < p. 

Since [b] E B if and only if ao = 1, it follows that IBI = pn-t, and so B is 
p-primary. By the primary decomposition, there is a subgroup A of G with 
IAI = p - 1 and with G = A EEl B. If we can show that each of A and B is 
cyclic, then Exercise 2.62(ii) will show that G is cyclic. 

Consider f: G -+ U(Zp) defined by f([a]) = cls a (where [a] denotes the 
congruence class of a mod p", and cls a denotes the congruence class of 
a mod p). Clearly, f is a surjection and ker f = B, so that GIB ~ U(Zp) ~ 
Zp-l. On the other hand, GIB = (A EEl B)/B ~ A, and so A ~ Zp-l· 

We shall show that B is cyclic by showing that [1 + p] is a generator. Let 
us prove, by induction on m ;;::: 0, that 

(1 + p)pm == 1 mod pm+l and (1 + p)pm =1= 1 mod pm+2. 

If m = 0, then 1 + P == 1 mod p and 1 + p =1= 1 mod p2. For the inductive 
step, the assumed congruence gives (1 + p)pm+1 = «1 + p)pm)p = (1 + kpm+l )P, 
for some integer k· the assumed incongruence gives pjk. The binomial theo-

, +1 

rem gives (1 + kpm+1)p = 1 + kpm+2 + lpm+3 for some 1. Hence, (1 + pr == 
1 mod pm+2 and (1 + p)pm+1 =1= 1 mod pm+3. It follows that (1 + p)pn-2 =1= 

1 mod p", and so [1 + p] has order p"-l. • 

Here is another proof of the basis theorem. 
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Lemma 6.S. If G = (Xl' ... , xn) and if ai' ... , an are relatively prime integers, 
then there is a generating set of G comprised of n elements one of which is 

2::'=1 aixi· 

Proof. By Lemma VIA (in Appendix VI), there is a unimodular n x n matrix 
A with integer entries (i.e., det A = 1) whose first row is ai' ... , an- Define 
Y = AX, where X is the column vector with entries Xl'···' xn- The entries 
y l' ... , Yn of the column vector Yare linear combinations of the Xi' hence are 
elements ofG; moreover, Yl = 2::'=1 aixi. Now X = A-lAX = A-I¥. Since A 
is unimodular, all the entries of A-I are also integers. It follows that each Xi 
is a Z-linear combination of the y's, and so G = (Yl'···' Yn)· • 

Theorem 6.9 (Basis Theorem). Every finite abelian group G is a direct sum of 
cyclic groups. 

Proof(E. Schenkman). Choose n smallest such that G can be generated by a 
set with n elements. Among all generating sets {Xl' ... , xn} of size n, choose 
one containing an element Xl of smallest order k; that is, no generating set of 
size n contains an element of order less than k. If H = (X2' ... , x n ), then H is 
a proper subgroup of G (by the minimal choice of n), so that an induction on 
I GI gives H a direct sum of cyclic groups. We claim that G = <Xl) EB H. It 
suffices to show that <Xl) n H = 0, for <Xl) + H = <Xl> ... , Xn) = G. If Z E 
<Xl) n Hand Z i= 0, then z = alxl = 2::'=2 aixi, for at, ... , an E Z and ° < 
al < k. If d is the gcd of al , ... , an, define g = -(add)xl + 2::'=2 (a;/d)Xi· 
Now the order of g is smaller than k, for dg = 0 and d :s; al < k. But add, ... , 
anld are relatively prime, so that the lemma gives a generating set of G of size 
n one of whose elements is g; this contradicts the minimality of k. • 

EXERCISES 

6.1. Use the basis theorem to show that if G is a finite abelian group of order n, and 
if kin, then G contains a subgroup of order k. 

6.2. Use the basis theorem to give a new proof of Theorem 2.19. 

6.3. A finite abelian group G is generated by its elements of largest order. Show, by 
considering DB' that this may not be true of nonabelian groups. 

6.4. If G is a finite p-primary abelian group, and if x E G has largest order, then <x) 
is a direct summand of G. 

6.5. If G is an abelian group with invariant factors (ml' ... , mt), then the order of G is 
TI mi and the minimal exponent of Gis mt. 

6.6. If G is a finite p-primary group, then <l>(G) = pG. Conclude, from the Burnside 
basis theorem, that d(G), the minimal number of generators of G, is dim G/pG. 

6.7. If G and H are elementary abelian p-groups, then d(G EB H) = d(G) + d(H). 

6.8. Let G be a direct sum of b cyclic groups of order pm. If n < m, then pnGjpn+lG is 
elementary and d(pnGjpn+lG) = b. 
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The Fundamental Theorem of Finite Abelian Groups 

We have not yet answered a basic question about finite abelian groups: When 
are two such groups G and H isomorphic? Since both G and H are direct 
sums of cyclic groups, your first guess is that G ~ H if they have the same 
number of summands of each kind; since Z6 ~ Z2 EB Z3' however, one had 
better try to count primary cyclic summands of each kind. But this leads to a 
serious problem. How can we count summands at all? To do so would re­
quire that the number of primary cyclic summands of any given kind is the 
same for every decomposition of G. That is, we seek an analogue of the 
fundamental theorem of arithmetic in which the analogue of a prime number 
is a primary cyclic group. 

Lemma 6.10. If a p-primary abelian group G has a decomposition G = L Ci 

into a direct sum of cyclic groups, then the number of Ci having order ~ pn+1 is 
d(p"G/pn+1G), the minimal number of generators of pnG/pn+1G. 

Proof. Let Bk be the direct sum of all C i , if any, of order pk; say, there are 
bk ~ ° such summands in Bk • Thus, 

G = B1 EB··· EB Bt· 

Now pnG = pnBn+1 EB··· EB pnBt, because pnB1 = ... = pnBn = 0, and pn+1G = 

pn+1 Bn+2EB .. . EBpn+1 Bt. Therefore, p"G/pn+1G~pnBn+1 i£B(pnBn+2/pn+1 Bn+2 )EB 
... EB (pnBt/pn+1 Bt), and so Exercise 6.7 gives d(pnG/pn+1G) = bn+1 + bn+2 + 
... + bt • • 

Definition. If G is a finite p-primary abelian group and n ~ 0, then 

Up(n, G) = d(p nG/pn+1G) - d(pn+1G/pn+2G). 

The important thing to notice now is that Up(n, G) is a number depending 
on G but not upon any particular decomposition of G into a direct sum of 
cyclic groups. 

Theorem 6.11. If G is a finite p-primary abelian group, then any two decompo­
sitions of G into direct sums of cyclic groups have the same number of summands 
of each kind. More precisely, for every n ~ 0, the number of cyclic summands 
of order pn+1 is Up(n, G). 

Proof. For any decomposition of G into a direct sum of cyclic groups, the 
lemma shows that there are exactly U (n, G) cyclic summands of order p" +1. P . 

The result follows, for Up(n, G) does not depend on the choice of decomposI-

tion. • 

Corollary 6.12. If G and H are finite p-primary abelian groups, then G ~ H if 
and only if Up(n, G) = Up(n, H) for all n ~ 0. 
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Proof. If cp: G --+ H is an isomorphism, then cp(p"G) = p"H for all n 2: 0, and 
so cp induces isomorphisms p"Gjpn+1G ~ pnHjpn+1H for all n. Therefore, 

U (n, G) = Up(n, H) for all n. 
p Conversely, if G and H each have direct sum decompositions into cyclic 

groups with the same number of summands of each kind, then it is easy to 
construct an isomorphism G --+ H. • 

We have only to delete the adjective p-primary to complete this discussion. 

Definition. The orders of the primary cyclic summands of G, that is, the 
numbers pn+1 with multiplicity Up(n, G) > 0 for all primes p and all n 2: 0, are 
called the elementary divisors of G. 

For example, the elementary divisors of an elementary abelian group of 
order p3 are (p, p, p), and the elementary divisors of 7l.6 are (2, 3). 

Theorem 6.13 (Fundamental Theorem of Finite Abelian Groups).z If G and H 
are finite abelian groups, then G ~ H if and only if, for all primes p, they have 
the same elementary divisors. 

Proof. The proof follows from two facts, whose easy proofs are left to the 
reader: 

(1) If cp: G --+ H is a homomorphism, then cp(Gp) ::; Hp for all primes p; 
(2) G ~ H if and only if Gp ~ Hp for all primes p. • 

Corollary 6.14. Let G be a finite abelian group. 

(i) If G has invariant factors (m1 , ... , m,) and invariant factors (k 1, ... , k,), 
then s = t and ki = mi for all i. 

(ii) Two finite abelian groups G and H are isomorphic if and only if they have 
the same invariant factors. 

Proof. (i) The hypothesis gives two direct sum decompositions: G = Ll~l C i 

and G = Lj~l Dj , where Ci is cyclic of order mi , Dj is cyclic of order kj , 

mllmzl···1 m" and kll kzl ... 1 ks • By Exercise 6.5, m, = k" for each is the mini­
mal exponent of G. By Exercise 6.1O(i) below, the complementary summands 
Il=i C i and G = Lj=i Dj , are isomorphic, and the proof is completed by 
induction on max{s, t}. 

(ii) This follows at once from (i). • 

If one arranges the elementary divisors of a p-primary group in ascending 
order, then they coincide with the invariant factors of G. However, elemen­
tary divisors and invariant factors can differ for groups G which are not 

2 This theorem was proved in 1879 by G. Frobenius and L. Stickelberger. 
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p-primary. For example, let 

G = 7L.2 EB 7L.2 EB 7L.2 EB 7L.4 EB 7L.3 EB 7L. 9 • 

The elementary divisors of G are (2, 2, 2, 4; 3, 9), while the invariant factors of 
G are (2, 2, 6, 36). 

EXERCISES 

6.9. If G and H are finite abelian groups, then 

Up(n, G $ H) = Up(n, G) + Up(n, H) 

for all primes P and all n ~ o. 
6.10. (i) If A, B, and C are finite abelian groups with A $ C ;;;; B $ C, then A ;;;; B. 

(Hint. Exercise 6.9.) 
(ii) If A and B are finite abelian groups for which A $ A ;;;; B $ B, then A ;;;; B. 

6.11. (i) If P is a prime and e ~ 1, then the number of nonisomorphic abelian groups 
of order p. is &'(e), the number of partitions of e. 

(ii) The number of nonisomorphic abelian groups of order n = n P:; is ni &'(e;), 
where the Pi are distinct primes and the ei are positive integers. 

(iii) How many abelian groups are there of order 864 = 25 33 ? 

6.12. (i) Let G = (a) x (b), where both (a) and (b) are cyclic of order p2. If H = 
(pa) x (pb), compare Up(n, G) with Up(n, H) and Up(n, GIH). 

(ii) Let G and H be finite abelian groups. If, for each k, both G and H have the 
same number of elements of order k, then G ;;;; H. (Compare Exercise 4.33.) 

6.13. If G is a finite abelian group and H ::s; G, then G contains a subgroup isomorphic 
to GIR. (Compare Exercise 4.29.) 

Remark. The best solution to this exercise uses character groups; see Theo­

rem 10.55. 

6.14. What are the elementary divisors of U(ZR)' the multiplicative group of all con­
gruence classes [a] mod n with (a, n) = 1? 

6.15. Use the Fundamental Theorem of Finite Abelian Groups to prove the Funda­
mental Theorem of Arithmetic. (Hint. If n = p~' ... P:', then Exercise 2.62(ii) 
gives IlnZ ;;;; nl=l zlptZ.) 

Canonical Forms; Existence 

We digress from the study of groups to apply the results of the preceding two 
sections to Linear Algebra; we shall prove the existence and uniqueness of the 
rational and Jordan canonical forms of a matrix. This material will not be 
used until Chapter 8, but the reader will be pleased to see that the difficult 
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portion of a first course in Linear Algebra can be done more easily from a 
more advanced viewpoint (it is assumed that the reader has already learned 
much of this, and so our pace is not leisurely). This project is one of transla­
tion, and so we first introduce a new vocabulary. The reader unfamiliar with 
the rudiments of principal ideal domains can consult Appendix VI. 

Definition. Let R be a ring. An abelian group V is an R-module if there is a 
function s: R x V ----+ V (called scalar multiplication and denoted by (IX, v) 1--+ 

IXV) such that, for every IX, {3, I E Rand u, v E V: 

(i) (IX{3)V = IX({3V); 
(ii) (IX + {3)v = IXV + {3v; 
(iii) IX(U + v) = IXU + IXV; and 
(iv) Iv = v. 

When R is a field, an R-module is just a vector space. Thus, one may think 
of an R~module as a vector space over a ring. Here we are concerned with 
R-modules for R a principal ideal domain (we shall abbreviate "principal 
ideal domain" to PID). Our favorite PID's are 7L and k[x], the ring of all 
polynomials in x with coefficients in a field k. 

EXAMPLE 6.1. The terms abelian group and 7L-module are synomyms. Every 
abelian group is a 7L-module, for axioms (i) through (iv) always hold for 
scalars in 7L. 

EXAMPLE 6.2. Let k be a field and let R = k[x]. If V is a vector space over k 
and T: V ----+ V is a linear transformation, then V can be made into a k[x]­
module, denoted by VT, by defining f(x)v = f(T)v for all f(x) E k[x] and 
v E V. In more detail, if f(x) = IXo + IXlX + IX2X2 + ... + IXnXn E k[x], define 

f(x)v = (lXo + IXl X + IX2X2 + ... + IXnXn)V 

= IXoV + IXl Tv + IX2 T 2v + ... + IXn Tnv, 

where Ti is the composite of T with itself i times. The reader should check 
that axioms (i) through (iv) do hold. 

Just as a principal ideal domain is a generalization of 7L, so is an R-module 
a generalization of an abelian group. Almost any theorem holding for abelian 
groups has a true analogue for R-modules when R is a PID; moreover, the 
proofs of the generalizations are usually translations of the proofs for abelian 
groups. 

Definition. If V is an R-module, then a subgroup W of V is a submodule if it 
closed under scalar multiplication: if W E Wand r E R, then rw E W. If W is a 
submodule of V, then the quotient module V/W is the abelian group V/W 
equipped with the scalar multiplication r(v + W) = rv + W (the reader should 
check that this is well defined). 
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EXERCISES 

6.16. A commutative ring R itself is an R-module (if r, S E R, define scalar multiplica­
tion rs to be the given product oftwo elements in R). Show that the submodules 
of R are its ideals. 

6.17. (i) The intersection of any family of submodules of an R-module V is itself a 
submodule. 

(ii) If X is a subset of V, let (X) denote the submodule generated by X; that is, 
(X) is the intersection of all the submodules of V containing X. If X #- 0, 
show that (X) is the set of all R-linear combinations of elements of X; that 
is, 

(X) = {finite sums L rixi: ri E R and Xi E X} . 

In particular, the cyclic suhmodule generated by v, denoted by (v), is 
{rv: r E R}. 

6.18. An R-module V is called finitely generated if there is a finite subset X wth 
V= (X). 
(i) If R is a field, prove that an R-module V is finitely generated if and only if it 

is finite-dimensional. 
(ii) Prove that an abelian group (Z-module) G is finite if and only if G is finitely 

generated and every element in G has finite order. 

6.19. Let V T be the k[x]-module of Example 6.2. Prove that W is a submodule if 
and only if W is a subspace of V for which T(W) s W (W is often called a 
T-invariant subspace of V). 

Definition. If V and Ware R-modules, then their direct sum is the direct sum 
V $ W of abelian groups equipped with the scalar multiplication r(v, w) = 

(rv, rw). 

6.20. If WI' ... , w,. are submodules of an R-module V, then V ~ WI E!1' .. E!1 w,. if and 
only if V = WI + ... + w,. (i.e., every v E V is a sum v = L Wi' where Wi E W;) 
and W; n (UN'; W;) = 0 for all i. 

We are almost finished with the vocabulary lesson. 

Definition. Let V be an R-module, where R is a PID, and let v E V. The order 
of v, denoted by ord(v), is {r E R: rv = O} (it is easily checked that ord(v) is an 
ideal in R). One says that v has finite order if ord(v) #- 0, and one says that V 
is p-primary (where pER is irreducible) if, for all v E V, ord(v) = (pm) for some 
m (where (p) is the principal ideal generated by p). An R-module V is finite if 
it is finitely generated and every element of V has finite order. 

If V is an abelian group and v E V, then a generator of ord( v) is the smallest 
positive integer m for which mv = 0; that is, ord(v) = (m), where m is the order 
of v in the usual sense. Exercise 6. 18(ii) tells us that we have translated "finite 
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abelian group" correctly into the language of R-modules: a "finite Z-module" 
is an abelian group of finite order. 

We remark that Exercise 6.18(ii) is false if one drops the hypothesis that 
the group G is abelian. The question (posed in 1902) whether a finitely gener­
ated group G of exponent e is finite became known as Burnside's prohlem. 3 

Burnside proved that if G ~ GL(n, q is finitely generated and has exponent 
e, then G is finite. There is an "obvious" candidate for a counterexample, and 
it was actually shown to be one, when e is a large odd number, by Adian and 
Novikov in 1968 (in 1975, Adian showed that the group is infinite for all odd 
e ~ 665). The proof is very long and intricate; a much simpler "geometric" 
proof was found by A. Ol'shanskii in 1982. In 1994, S. Ivanov showed that 
there are infinite finitely generated groups of exponent e = 2km, where k ~ 48 
and m ~ 1 is any odd number. 

Theorem 6.15. If V is a finite R-module, where R is a PID, then there are 

v1 , ... , Vs E V with 
V = <v1> E9 ... Et> <vs >· 

Moreover, the cyclic summands may be chosen to satisfy either of the following 
conditions. If ord(vJ = (rJ, then either: 

(i) each r i is a power of some irreducible element in R; or 
(ii) r 1 1 r 21 ... 1 rs· 

Proof. The proofs of the corresponding group-theoretic theorems translate 
routinely to proofs for modules. The decomposition of the first type arises 
from Corollary 6.12 (using the primary decomposition and elementary divi­
sors), and the decomposition of the second type arises from Corollary 6.6 
(using invariant factors). • 

Corollary 6.16. Let T: V ---+ V be a linear transformation on a finite-dimen­
sional vector space over a field k. Then V = WI E9 ... Et> w., where each Wi = 

<v;) is a cyclic T-invariant subspace. Moreover, the vectors v1 , ••• , Vs can be 
chosen with ord(vJ = (J:(x)), so that either: 

(i) each J;(x) is a power of an irreducible polynomial in k[x]; or 
(ii) f1(x)lf2(x)I ... lfs(x). 

Proof. Regard Vas a k[x]-module V T , as in Example 6.2. Since V is finite­
dimensional, it has a basis {W1' ... , wn }; each vector v E V is a k-linear combi-

3 The restricted Burnside Problem asks whether there is a function f(n, d) with I GI :::;; f(n, d) for 
every finite group G having minimal exponent nand d generators. P. Hall and G. Higman (\956) 
proved that it suffices to find such a function for all prime powes n; A.L. Kostrikin (\959) found 
such a function for all primes p; E.I. Zelmanov (\989) completed the proof by showing that such 
a function exists for all prime powers; see Vaughan-Lee (\993). 
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nation v = I OCjWj ; a fortiori, each v is a k[xJ-linear combination of the w's, 
and so V T is a finitely generated k[xJ-module. Also, every v E V is annihi­
lated by some nonzero polynomial (this follows from the Cayley-Hamilton 
theorem or, more simply, from the observation that since dim(V) = n, the 
n + 1 vectors v, Tv, T 2 v, ... , Tnv must be linearly dependent, and so there is 
some nonzero polynomial in T that annihilates every vector v). 

Since V T is a finite k[xJ-module, Theorem 6.15 shows that it is a direct 
sum of cyclic submodules. By Exercise 6.19, these summands are cyclic 
T-invariant subspaces. • 

Lemma 6.17. Let T: V -+ V be a linear transformation on a finite-dimensional 
vector space V. 

(i) A subspace W is a cyclic T-invariant subspace of V if and only if there is 
a vector v E Wand an integer s ~ 1 so that {v, Tv, T 2v, ... , T'-lv} is a 
basis of W 

(ii) Moreover, if T'v = If=A OCi Tiv, then ord(v) is generated by g(x) = 
s ~s-l i 

X - L..i=O OCi X • 

Proof. (i) Consider the sequence v, Tv, T 2 v, ... in W; since V is finite-dimen­
sional, there is an integer s ~ 1 and a linearly independent subset {v, Tv, T 2v, 
... , T" -IV} which becomes linearly dependent when T'v is adjoined. There­
fore, there are OCi E k with T'v = If=A OCi Tiv. If WE W, then W = f(T)v for 
some f(x) E k[x], and an easy induction on degree f shows that W lies in the 
subspace spanned by {v, Tv, T 2v, ... , T·-1v}; it follows that the subset is a 
basis ofW 

(ii) It is clear that g(x) E ord(v). If h(x) E ord(v), that is, if h(T)v = 0, then the 
division algorithm gives q(x), r(x) E k[x] with h(x) = q(x)g(x) + r(x) and 
either r(x) = ° or degree r(x) < degree g(x) = s. Now r(x) E ord(v); hence 
r(x) = IJ=o /3jX j, t ~ s - 1, and IJ=o /3j Tjv = 0, contradicting the linear 
independence of {v, Tv, T 2 v, ... , T·-1v}. • 

We remind the reader of the correspondence between linear transforma­
tions and matrices. Let V be a vector space over a field k with an ordered 
basis {UI' ... , ur }, ancllet T: V -+ V be a linear transformation. For each j, 
TUj is a linear combination of the Ui: there are ocij E k with 

TUj = I OCijUi' 

The matrix of T relative to the ordered basis {u I, ... , ur } is defined to be 
A = [ocij ]. Therefore, for each j, the coordinates of TUj form the jth column 

of A. 

Definition. If f(x) = xr + ocr_1xr- 1 + ... + OCo E k[x], where r ~ 2, then the 
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companion matrix of f(x) is the r x r matrix C(f): 

o 0 0 0 -lXo 
1 0 0 0 -IXI 

o 1 0 
C(f) = 0 0 1 

o 0 0 ... 1 -lXm -1 

if f(x) = x - IX, then C(f) is the 1 x 1 matrix [a]. 

Lemma 6.18. Let T: W ~ W be a linear transformation on a finite-dimensional 
vector space W over k, and let W = W T = <v) be a cyclic k[x]-module. The 
matrix of T relative to the basis {v, Tv, T 2v, ... , ys-1v} of W is the s x s 
companion matrix C(g), where g(x) is the monic generator of ord(v). More­
over, the characteristic polynomial of C(g) is g(x). 

Proof. If O~i<s-l, then T(Tiv) = T i+1 V, and T(ys-1 V)= ysv= Ii=l> ai Tiv, 
so that the matrix of T relative to the given basis is a companion matrix. The 
Cayley-Hamilton theorem gives X(T) = 0, where X(x) is the characteristic 
polynomial of C(g). Therefore X(x) E ord(v) = (g(x)), so that g(x)lx(x). Hence 
s = degree X(x) ?: degree g(x) = s, and so X(x) = g(x). • 

Definition. Let A be an r x r matrix and let B be an s x s matrix; their direct 
sum is the (r + s) x (r + s) matrix 

[ A 0J ° B' 

Note that the direct sum of A and B is similar to the direct sum of Band A. 

Theorem 6.19. Every n x n matrix A over a field k is similar to a direct sum of 
companion matrices C(fd, ... , C(fq). Moreover, the /;(x) may be chosen so that 
either: 

(i) the /;(x) are powers of irreducible polynomials in k[x]; or 
(ii) fl(x)lf2(x)I ... lfq(x). 

Proof. Let V = kn, the vector space of all n-tuples of elements in k (viewed as 
column vectors). The standard basis of Vis {e1"'" en}, where ei is the n-tuple 
with ith coordinate 1 and all other coordinates O. The matrix A defines a 
linear transformation T: V ~ V by T(v) = Av, where v is a column vector. 
Note that A is the matrix of T relative to the standard basis, for Aei is the ith 
column of A. View Vas the k[x]-module V T • By Corollary 6.13, V is a direct 
sum of cyclic T-invariant subspaces: V = <v 1 ) EB ... EB <vq ); by Lemma 6.17, 



Canonical Forms; Existence 139 

there is a new basis of V: 

{VI' Tv 1 , T 2vl' ... ; V2' Tv2, T 2v2' ... ; ... ; Vq, Tvq, T 2vq, ... }. 

The matrix B of T relative to this new basis is a direct sum of companion 
matrices, by Lemma 6.18, and A is similar to B, for they represent the same 
linear transformation relative to different ordered bases of V. Finally, Corol­
lary 6.16 shows that the Vi can be chosen so that the polynomials J;(x) satisfy 
either (i) or (ii). • 

Definition. A rational canonical form is a matrix B that is the direct sum of 
companion matrices C(fd, ... , C(fq) with fl(X)lf2(X)I ... lfq(x). The polyno­
mials fl (x), f2(X), ... , fix) are called the invariant factors of B. 

Theorem 6.19(ii) thus says that every matrix over a field k is similar to a 
rational canonical form. 

Recall that the minimum polynomial of a matrix A is the monic polynomial 
m(x) of smallest degree with m(A) = O. The reader should look again at Exer­
cise 6.5 to realize that the characteristic polynomial of a rational canonical 
form B is analogous to the order of a finite abelian group and the minimum 
polynomial is analogous to the minimal exponent. 

In Chapter 8, we will study groups whose elements are nonsingular ma­
trices. Since the order of a group element is the same as the order of any of its 
conjugates, the order of such a matrix is the order of its rational canonical 
form. It is difficult to compute powers of companion matrices, and so we 
introduce another canonical form (when the field of entries is large enough) 
whose powers are easily calculated. 

Definition. An s x s Jordan block is an s x s matrix of the form 

aOO 00 
1 a 0 0 0 
o 1 a 0 0 
o 0 1 0 0 

000 aO 
000 ... 1a 

A 1 x 1 Jordan block has the form [a]. 

Let K denote the n x n matrix consisting of all O's except for l's on the first 
subdiagonal below the main diagonal; thus, a Jordan block has the form 
aE + K, where E is the n x n identity matrix. Note that K2 is all O's except 
for l's on the second subdiagonal below the main diagonal, K3 is all O's 
except for 1 's on the third subdiagonal, etc., and K" = O. 
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Lemma 6.20. If J = IXE + K is an n x n Jordan block, then 

n-1 (m) . Jm = IXmE + L . IXm-1K' 
i=l l 

(we agree that (7) = 0 if i > m.) 

Proof. The binomial theorem applies because IXE and K commute. The sum 
is from 1 to n - 1 because K n = O. • 

Lemma 6.20 is very useful because the matrices Ki are "disjoint." For 
example, 

[~ OJ [lXm 
IX = mlXm- 1 :mJ 

and 

[ a- ° :.] IX ° ° m m-l [~ ~ ~] ~ (~a.-' IX m 

mlXm-1 

Theorem 6.21. If A is an n x n matrix over a field k which contains all the 
eigenvalues of A, then A is similar to a direct sum of Jordan blocks. 

Proof. Theorem 6.19(i) shows that it suffices to prove that a companion 
matrix C(f), with f(x) a power of an irreducible polynomial, is similar to a 
Jordan block. The hypothesis on k gives f(x) = (x - IX)" for some IX E k. Let 
W be the subspace with basis {v, Tv, T 2 v, ... , Ts-1v}, where T is the linear 
transformation arising from the companion matrix C(f). Consider the sub­
set fJ1J = {uo, Ul' ... , us-d of W, where Uo = v, U 1 = (T - IXE)v, ... , us- 1 = 
(T - IXEr1v. It is plain that fJ1J spans W, for Tiv E (uo, ... , Ui) for all i; since 
1911 = s, it follows that fJ1J is an ordered basis of W. 

Let us compute the matrix J of T relative to f!l. If j + 1 ::; s, 

TUj = T(T - IXE'YV 

= (T - IXEYTv 

= (T - IXEY[IXE + (T - IXE)]v 

= IX(T - IXEYv + (T - IXE)j+1V. 

If j + 1 < s, then TUj = IXUj + Uj+l; if j + 1 = s, then (T -IXE)j+l = (T - IXE)S = 
0, by the Cayley-Hamilton theorem (Lemma 6.18 identifies f(x) = (x - IX)S 
as the characteristic polynomial of C(f), hence of T). Therefore TUs - 1 = 
IXUs- 1. The matrix J is thus a Jordan block; it is similar to C(f) because both 
represent the same linear transformation relative to different ordered bases 
ofW. • 
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Definition. A Jordan canonical form is a matrix B that is a direct sum of 
Jordan blocks J 1, ... , Jq • Each J, determines a polynomial g,(x) which is a 
power of an irreducible polynomial, and the polynomials g1 (x), ... , gq(x) are 
called the elementary divisors of B. 

Theorem 6.21 thus says that a matrix A is similar to a Jordan canonical 
form if the ground field k contains all the eigenvalues of A. In particular, if k 
is algebraically closed, then this is always the case. 

Canonical Forms; Uniqueness 

Our discussion is still incomplete, for we have not yet considered uniqueness; 
can a matrix A be similar to several rational canonical forms? Can A be 
similar to several Jordan canonical forms? We have used the module ana­
logue of the basis theorem; we are now going to use the module analogue of 
the fundamental theorem. 

Definition. If V and Ware R-modules, then a function cp: V --t W is an 
R-homomorphism if 

cp(v + v') = cp(v) + cp(v') 

and 
cp(ow) = occp(v) 

for all v, v' E V and oc E R; if cp is a bijection, then it is called an R-isomorphism. 
Two modules V and Ware called R-isomorphic, denoted by V ~ W, if there 
exists an R-isomorphism cp: V --t W. 

If R is a field, then an R-homomorphism is an R-linear transformation; if 
V and W are abelian groups, then every homomorphism is a Z-homomor­
phism. If R = k[x] and V and Ware k[x]-modules, then cp: V --t W is a 
k-linear transformation such that 

cp(f(x)v) = f(x)cp(v) 

for all v E V and f(x) E k[x]. 

EXERCISES 

6.21. Prove the first isomorphism theorem for modules. (Hint. Since modules are 
abelian groups, the reader need check only that the isomorphism in Theorem 
2.24 is an R-homomorphism.) 

6.22. Every cyclic R-module V = (v) is R-isomorphic to R/ord(v). Conclude t~at two 
cyclic modules are R-isomorphic if and only if they have generators w1th the 

same order ideal. 

6.23. If R is a PID and a, b E R are relatively prime, then R/(ab) ~ R/(a) Et> R/(b). 
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Theorem 6.22 (Fundamental Theorem). If R is a PID and V and Ware finite 
R-modules (i.e., they are finitely generated and every element has finite order), 
then V ~ W if and only if either they have the same invariant factors or the 
same elementary divisors. 

Proof. Translate Corollary 6.14 into the language of modules. • 

We continue the analysis of k[x]-modules in order to apply this theorem 
to matrices. 

Lemma 6.23. Let V and W be vector spaces over a field k, let T: V -+ V and 
s: W -+ W be linear transformations, and let V T and W S be the corresponding 
k[x]-modules. A function <p: V -+ W is a k[x]-homomorphism if and only if <p 
is a linear transformation such that <p(Tv) = S<p(v) for all v E V. 

Proof. If <p: vT -+ W S is a k[x]-homomorphism, then <p(f(x)v) = f(x)<pv for 
all v E V and all f(x) E k[x]. In particular, this equation holds for every con­
stant f(x), so that <p is a k-linear transformation, and for f(x) = x, so that 
<p(xv) = x<pv. But xv = Tv and x(<pv) = S<pv, as desired. 

The converse is easy: if equality <p(f(x)v) = f(x)<pv holds for every v E V 
whenever f(x) constant or f(x) = x, then it holds for every polynomial. • 

Theorem 6.24. If A and Bare n x n matrices over a field k, then A and Bare 
similar if and only if the corresponding k[x]-modules they determine are k[x]­
isomorphic. 

Proof. Construct the modules determined by the matrices: let V be the vector 
space of all column vectors of n-tuples of elements in k; define T, S: V -+ V by 
Tv = Av and Sv = Bv. As usual, write V T to denote V made into a k[x]­
module by xv = T(v) = Av, and write VS to denote V made into a module by 
xv = S(v) = Bv. 

If A and B are similar, then there is a nonsingular matrix P with P AP-1 = 
B. Now P defines an invertible linear transformation <p: V -+ V by <pv = Pv. 
We claim that <p is a k[x]-isomorphism. By Lemma 6.23, it suffices to show 
that <pT = S<p, and this follows from the given matrix equation PT = SP. 

Conversely, assume that there is a k[x]-isomorphism <p: V T -+ VS • By 
Lemma 6.23, <pT = S<p; since <p is a bijection, <pT<p-l = S. If P is the matrix 
of <p relative to the standard basis of V, this gives P AP-1 = B, and so A and 
B are similar. • 

Theorem 6.25. Two n x n matrices A and B over a field k are similar if and 
only if they have the same invariant factors. Moreover, a matrix is similar to 
exactly one rational canonical form. 
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Proof. Only necessity needs proof. Since similarity is an equivalence relation, 
we may assume that both A and B are rational canonical forms. By Theorem 
6.24, A and B are similar if and only if V T and V S are k[x]-isomorphic (where 
T(v) = Av and S(v) = Bv). Recall that the invariant factors are monic polyno­
mials J;(x) with f, (x)lf2(x) I· .. Ifq(x); if V T = I C;, where Ci is a cyclic module 
with order ideal (J;(x)), then Theorem 6.22 says that the invariant factors are, 
indeed, invariant; that is, they do not change after an isomorphism is applied 
to V T • Therefore, V T and V S have the same invariant factors. But the invari­
ant factors of A and of B are just the polynomials determined by the last 
columns of their companion matrices, and so A and B are equal. • 

Theorem 6.26. Two n x n matrices A and B over a field k containing their 
eigenvalues are similar if and only if they have the same elementary divisors. 
Moreover, if a matrix is similar to Jordan canonical forms J and J', then J and 
J' have the same Jordan blocks. 

Proof. The proof is essentially the same as that of Theorem 6.25, with com­
panion matrices replaced by Jordan blocks. • 

Note that the rational canonical form of a matrix A is absolutely unique, 
whereas the Jordan canonical form is unique only up to a permutation of the 
Jordan blocks occurring in it. 

This discussion of canonical forms has the disadvantage of not showing 
how to compute the invariant factors of any particular matrix, and a Linear 
Algebra course should include a discussion of the Smith canonicalform which 
provides an algorithm for displaying them; see Cohn (1982). Let A be an 
n x n matrix over a field k. Using elementary row and column operations 
over the ring k[x], one can put the matrix xE - A into diagonal form (d, (x), 
... , dn(x)), where each di(x) is a monic polynomial or 0, and d,(x)ld2(x)I .. · 
1 dn(x). The invariant factors of A turn out to be those dJx) which are neither 
constant nor O. 

There are shorter proofs of Theorems 6.25 and 6.26, involving matrix com-
putations; for example, see Albert (1941). 

EXERCISES 

6.24. If A is a companion matrix, then its characteristic and minimum polynomials 

are equal. 

6.25. (i) Give an example of two nonisomorphic finite abelian groups having the 
same order and the same minimal exponent. 

(ii) Give an example of two complex n x n matrices which have the sam~ char­
acteristic polynomials and the same minimum polynomials, yet which are 

not similar. 
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6.26. If band b' are nonzero elements of a field k, then 

and 

are similar. 

6.27. Let A and B be n x n matrices with entries in a field k. If k is a subfield of a field 
K then A and B are similar over k if and only if they are similar over K. (Hint. 
A'rational canonical form for A over k is also a rational canonical form for A 
over K.) 

6.28 (Jordan Decompositions). Let k be an algebraically closed field. 
(i) Every matrix A over k can be written A = D + N, where D is diagonalizable 

(i.e., similar to a diagonal matrix), N is nilpotent, and DN = ND. (It may be 
shown that D and N are unique.) 

(ii) Every nonsingular matrix A over k can be written A = DU, where D is 
diagonalizable, U is unipotent (i.e., U - E is nilpotent), and DU = UD. (It 
may be shown that D and U are unique.) (Hint: Define U = E + ND- I .) 

The Krull-Schmidt Theorem 

If a (not necessarily abelian) group is a direct product of subgroups, each of 
which cannot be decomposed further, are the factors unique to isomorphism? 
The Krull-Schmidt theorem, the affirmative answer for a large class of groups 
(which contains all the finite groups), is the main result of this section. This is 
another instance in which the name of a theorem does not coincide with its 
discoverers. The theorem was first stated by J.M.H. Wedderburn in 1909, but 
his proof had an error. The first correct proof for finite groups was given by 
R. Remak in 1911, with a simplification by O.J. Schmidt in 1912. The theo­
rem was extended to modules by W. Krull in 1925 and to operator groups by 
Schmidt in 1928 (we shall discuss operator groups in the next section). 

Let us return to the multiplicative notation for groups. 

Definition. An endomorphism of a group G is a homomorphism qJ: G ~ G. 

There are certain endomorphisms of a group G that arise quite naturally 
when G is a direct product (see Exercise 2.73). 

Definition. If G = HI X ... x Hm, then the maps 'Tti:G ~ Hi, defined by 
'Tti(h i •.• hm) = hi, are called projections. 

If the inclusion Hi y G is denoted by Ai' then the maps Ai'Tti are endomor­
phisms of G. Indeed, they are idempotent: Ai'Tti 0 Ai'Tti = Ai'Tti. 

Definition. An endomorphism qJ of a group G is normal if qJ(axa- l ) = aqJ(x)a-1 

for all a, x E G. 
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It is easy to see that if G is a direct product, then the maps Aini are normal 
endomorphisms of G. 

Lemma 6.27. 

(i) If qJ and 1/1 are normal endomorph isms of a group G, then so is their 
composite qJ 0 1/1. 

(ii) If qJ is a normal endomorphism of G and if H <J G, then qJ(H) <J G. 
(iii) If qJ is a normal automorphism of a group G, then qJ -1 is also normal. 

Proof. The proofs are routine calculations. • 

Here is a new way to combine endomorphisms of a group; unfortunately, 
the new function is not always an endomorphism. 

Definition. If qJ and 1/1 are endomorphisms of a group G, then qJ + 1/1: G -+ G 
is the function defined by x 1-+ qJ(x)1/I(x). 

If G is abelian, then qJ + 1/1 is always an endomorphism. If G = S3' qJ is 
conjugation by (1 2 3), and 1/1 is conjugation by (1 3 2), then qJ + 1/1 is not an 
endomorphism of S3' 

It is easy to see that if qJ and 1/1 are normal endomorphisms and if qJ + 1/1 is 
an endomorphism, then it is normal. The equation (i 0 q)(x)(j 0 p)(x) = x for 
all x E G in Exercise 2.73 may now be written 1G = iq + jp. 

Lemma 6.28. Let G = H1 X •.. x Hm have projections ni: G -+ Hi and inclu­
sions Ai: Hi y G. Then the sum of any k distinct Aini is a normal endomor­
phism of G. Moreover, the sum of all the Aini is the identity function on G. 

Proof. Note that Aini(h 1 ... hm) = hi' If qJ = I7=1 Aini (we consider the first k 
maps for notational convenience), then qJ(h1 .,. hm} = h1 ... hk; that is, qJ = An, 
where n is the projection of G onto the direct factor H 1 X •.• X Hk and A is 
the inclusion of H 1 x ... X Hk into G. It follows that qJ is a normal endomor-
phism of G and, if k = m, that qJ = 1G • • 

Definition. A group G is indecomposable if G i= 1 and if G = H x K, then 
either H = 1 or K = 1. 

We now consider a condition on a group that will ensure that it is a direct 
product of indecomposable groups (for there do exist groups without this 
property). 

Definition. A group G has ACC (ascending chain condition) if every increasing 
chain of normal subgroups stops; that is, if 

K 1 ::s;K2 ::s;K3 ::S;'" 



146 6. Finite Direct Products 

is a chain of normal subgroups of G, then there is an integer t for which 
K t = K t+1 = Kt+z = .... 

A group G has DCC (descending chain condition) if every decreasing chain 
of normal subgroups stops; that is, if 

H1 ~ Hz ~ H3 ~"'. 

is a chain of normal subgroups of G, then there is an integer s for which 
Hs = H.+1 = Hs+z = .... 

A group G has both chain conditions if it has both chain conditions! 

Every finite group has both chain conditions. The group 7L has ACC but 
not DCC; in Chapter 10, we shall meet a group 7L(pOO) with DCC but not 
ACC; the additive group of rationals II) has neither ACC nor DCC. 

Lemma 6.29. 

(i) If H <l G and both Hand GIH have both chain conditions, then G has both 
chain conditions. In particular, if Hand K have both chain conditions, then 
so does H x K. 

(ii) If G = H x K and G has both chain conditions, then each of Hand K has 
both chain conditions. 

Proof. (i) If G1 ~ Gz ~ ... is a chain of normal subgroups of G, then H (') G1 ~ 
H (') Gz ~ ... is a chain of normal subgroups of Hand HGdH ~ HGzIH ~ ... 
is a chain of normal subgroups of GIH. By hypothesis, there is an integer t 
with H (') Gt = H (') Gt+1 = "', and there is an integer s with HGslH = 
HGs+dH = ... ; that is, HGs = HG.+1 = .... Let 1 = max{s, t}. By the 
Dedekind law (Exercise 2.49), for all i ~ " 

Gi = GiH (') Gi = Gi+1H (') Gi 

= Gi+1(H (') Gi) = Gi+1(H (') Gi+1) :S Gi+1, 

and so Gl = G1 +1 = .... A similar argument holds for ascending chains. 
(ii) If G = H x K, then every normal subgroup of H is also a normal 

subgroup of G. Therefore, every (ascending or descending) chain of normal 
subgroups of H is a chain of normal subgroups of G, hence must stop. • 

Lemma 6.30. If G has either chain condition, then G is a direct product of a 
finite number of indecomposable groups. 

Proof. Call a group good if it satisfies the conclusion of this lemma; call it bad 
otherwise. An indecomposable group is good and, if both A and B are good 
groups, then so is A x B. Therefore, a bad group G is a direct product, say, 
G = U x V, with both U and V proper subgroups, and with U or V bad. 

Suppose there is a bad group G. Define Ho = G. By induction, for every n, 
there are bad subgroups Ho, H 1, ... , Hn such that each Hi is a proper bad 
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direct factor of H i - 1 • There is thus a strictly decreasing chain of normal 
subgroups of G 

G = Ho > H1 > H2 > ... ; 

if G has DCC, we have reached a contradiction. 
Suppose that G has ACC. Since each Hi is a direct factor of Hi- 1, there are 

normal subgroups Ki with Hi- 1 = Hi X K i. There is thus an ascending chain 
of normal subgroups 

K1 < K1 X K2 < K1 X K2 X K3 <"', 

and we reach a contradiction in this case, too. • 

Lemma 6.31. Let G have both chain conditions. If cp is a normal endomorphism 
of G, then cp is an injection if and only if it is a surjection. (Thus, either property 
ensures that cp is an automorphism.) 

Proof. Suppose that cp is an injection and that 9 ¢ cp(G). We prove, by induc­
tion, that cpn(g) ¢ cpn +1 (G). Otherwise, there is an element h E G with cpn(g) = 

cpn+1(h), so that cp(cpn-1(g» = cp(cpn(h». Since cp is an injection, cpn-1(g» = 
cpn(h), contradicting the inductive hypothesis. There is thus a strictly de­
creasing chain of subgroups 

G> cp(G) > cp2(G) > .... 

Now cp normal implies cpn is normal; by Lemma 6.27, cpn(G) <l G for all n, and 
so the DCC is violated. Therefore, cp is a surjection. 

Assume that cp is a surjection. Define Kn = ker cpn; each Kn is a normal 
subgroup of G because cpn is a homomorphism (the normality of cpn is here 
irrelevant). There is an ascending chain of normal subgroups 

1 = Ko :$; K1 :$; K2 :$; .... 

This chain stops because G has ACC; let t be the smallest integer for which 
Kt = Kt+1 = Kt+2 = .... We claim that t = 0, which will prove the result. If 
t ~ 1, then there is x E Kt with x ¢ Kt - 1; that is, cpt(x) = 1 and cpt-1(X) =1= 1. 
Since cp is a surjection, there is 9 E G with x = cp(g). Hence, 1 = cpt(x) = 
cpt+1(g), so that 9 E Kt +1 = Kt. Therefore, 1 = cpt(g) = cpt-1(cp(g» = cpt-1(X), 
a contradiction. Thus, cp is an injection. • 

Definition. An endomorphism cp of G is nilpotent if there is a positive integer 
k such that cpk = 0, where ° denotes the endomorphism which sends every 
element of G into 1. 

Theorem 6.32 (Fitting's Lemma, 1934). Let G have both chain conditions and 
let cp be a normal endomorphism of G. Then G = K x H, where K and Hare 
each invariant under cp (i.e., cp(K) :$; K and cp(H) :$; H), cplK is nilpotent, and 
cp I H is a surjection. 



148 6. Finite Direct Products 

Proof. Let Kn = ker cpn and let Hn = im cpn. As in the proof of Lemma 6.31, 
there are two chains of normal subgroups of G: 

and 

Since G has both chain conditions, each of these chains stops: the Hn after t 
steps, the Kn after s steps. Let I be the larger of t and s, so that HI = HI +.1 ~ 
Hl+2 = ... and KI = KI+1 = Kl+2 = .... Define H = HI and K = K I; It IS 
easy to check that both Hand K are invariant under cpo 

Let x E H n K. Since x E H, there is g E G with x = cpl(g); since x E K, 
cpl(X) = 1. Therefore, cp21(g) = cpl(X) = 1, so that g E K21 = K I. Hence, x = 
cpl(g) = 1, and so H n K = 1. 

If g E G, then cpl(g) E HI = H21 , so there is y E G with cpl(g) = cp21(y). Ap­
plying cpl to gcpl(y-l) gives 1, so that gcpl(y-l) E Kl = K. Therefore, g = 
[gcpl(y-l)] cpl(y) E KH, and so G = K x H. 

Now cp(H) = cp(HI) = cp(cpl(G)) = cpl+1(G) = HI+1 = HI = H, so that cp is a 
surjection. Finally, if x E K, then cpl(X) E K n H = 1, and so cplK is nilpotent. 

• 
Corollary 6.33. If G is an indecomposable group having both chain conditions, 
then every normal endomorphism cp ofG is either nilpotent or an automorphism. 

Proof. By Fitting's lemma, G = K x H with cplK nilpotent and cplH sur­
jective. Since G is indecomposable, either G = K or G = H. In the first case, 
cp is nilpotent. In the second case, cp is surjective and, by Lemma 6.31, cp is an 
automorphism. • 

Lemma 6.34. Let G be an indecomposable group with both chain conditions, 
and let cp and t/I be normal nilpotent endomorphisms of G. If cp + t/I is an 
endomorphism of G, then it is nilpotent. 

Proof. We have already observed that if cp + t/I is an endomorphism, then it 
is normal, and so Corollary 6.33 says that it is either nilpotent or an auto­
morphism. If cp + t/I is an automorphism, then Lemma 6.27 (iii) says that its 
inverse y is also normal. For each x E G, x = (cp + t/I)yx = cpy(x)t/ly(x), so 
that if we define A = cpy and J1 = t/ly, then 1G = A + J1. In particular, X-I = 
A(X-1 )J1(x-1 ) and, taking inverses, x = J1(X)A(X); that is, A + J1 = J1 + A. The 
equation A(A + J1) = (A + J1)A (which holds because A + J1 = 1G ) implies that 
All = J1A. If follows that the set of all endomorphisms of G obtained from A 
and J1 forms an algebraic system4 in which the binomial theorem holds: for 
every integer m > 0, 

4 This algebraic system (called a semiring) is not a commutative ring because additive inverses 
need not exist. 
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Nilpotence of cP and 1/1 implies nilpotence of A = cpy and f.1 = I/Iy (they cannot 
be automorphisms because they have nontrivial kernels); there are thus posi­
tive integers rand s with Ar = ° and f.1s = 0. Ifm = r + s - 1, then either i ~ r 
or m - i ~ s. It follows that each term Aif.1m-i in the binomial expansion of 
(A + f.1)m is 0: if i ~ r, then Ai = 0; if m - i ~ s, then f.1 m- i = 0. Hence, (lG)m = 
(A + f.1)m = 0, and IG = 0, forcing G = 1. This is a contradiction, for every 
indecomposable group is nontrivial. • 

Corollary 6.35. Let G be an indecomposable group having both chain conditions. 
If cP 1, ... , CPn is a set of normal nilpotent endomorph isms of G such that every 
sum of distinct cp's is an endomorphism, then CP1 + ... + CPn is nilpotent. 

Proof. Induction on n. • 

Theorem 6.36 (Krull-Schmidt). Let G be a group having both chain conditions. 
If 

G = H 1 X ... x Hs = K 1 X ... x K, 

are two decompositions of G into indecomposable factors, then s = t and there 
is a reindexing so that Hi ~ Ki for all i. Moreover, given any r between 1 and 
s, the reindexing may be chosen so that 

G = H1 X ... x Hr x Kr+1 x ... x Ks. 

Remark. The last conclusion is stronger than saying that the factors are 
determined up to isomorphism; one can replace factors of one decomposition 
by suitable factors from the other. 

Proof. We shall give the proof when r = 1; the reader may complete the proof 
for general r by inducton. Given the first decomposition, we must find a 
reindexing of the K's so that Hi ~ Ki for all i and G = H1 X K2 X ... x K,. 
Let ni: G -+ Hi and Ai: Hi y G be the projections and inclusions from the first 
decomposition, and let (J/ G -+ Kj and f.1/ K j y G be the projections and 
inclusions from the second decomposition. The maps Aini and f.1Pj are normal 
endomorphisms of G. 

By Lemma 6.28, every partial sum L f.1j(Jj is a normal endomorphism of G. 
Hence, every partial sum of 

1Hl = n1A1 = n1 0 IG 0 A1 = n1 0 (I f.1j(Jj) 0 A1 = L n1f.1j(J)1 

is a normal endomorphism of H l' Since 1 H 1 = n 1 A1 is not nilpotent, .Lemma 
6.29 and Corollary 6.35 give an indexj with n1f.1j(JjA 1 an automorphIsm. We 
reindex so that n 1 f.11 (J 1 A1 is an automorphism of H 1; let y be its inverse. 

We claim that (J 1 A1 : H 1 -+ K 1 is an isomorphism. The definition of y gives 
(yn1f.11)((J1Ad = I H, . To compute the composite in the reverse order, let 
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() = 0"1..11 yn1JL1: Kl ~ K 1, and note that (}2 = (): 
() 0 () = 0"1..11 [yn lJL10"1 Al]yn lJLl = () 

(the term in brackets is 1H). Now 1HI = 1HI 0 1HI = Y1l:1JLIO"lAIynlJLlO"lAl = 
yn 1 JLl (}0"1 ..11; it follows that () =f. 0 ~lest 1 H I = 0). We!e () nilpotent, then (): = () 
would force () = o. Therefore, () IS an automorphIsm of K l' and so () = () 
gives () = 1 (multiply each side by (}-1). It follows that 0"1..11: H 1 ~ K 1 is an 
isomorphism (with inverse Y1l: 1JLt>· 

Now 0"1 sends K2 x ... x K t into 1 while 0"1..11 restricts to an isomorphism 
on H1 • Therefore 

Hl 11 (K2 X ••• x Kt) = 1. 

If we define G* = (Hl' K2 X ••• x K t) ~ G, then 

G* = Hl X K2 X ••• x Kt. 

If x E G, then x = kl k2 ... kt, where kj E K j • Since n1 JLl is an isomorphism, the 
map /3: G ~ G, defined by x f--+ 1l:1JLl (k1)k2 .. · kt, is an injection with image 
G*. By Lemma 6.31, /3 is a surjection; that is, G = G* = Hl X K2 X •.. x Kt· 
Finally, 

K2 x ... x K t ~ G/H1 ~ H2 X ••• x H., 

so that the remaining uniqueness assertions follow by induction on max{s, t} . 

• 
EXERCISES 

6.29. Show that the following groups are indecomposable: Z; Zpn; Q; 8.; D2.; Q.; 
simple groups; nonabelian groups of order p3; A4; the group T of order 12 (see 
Theorem 4.24). 

6.30. Assuming the Basis Theorem, use the Krull-Schmidt theorem to prove the 
Fundamental Theorem of Finite Abelian Groups. 

6.31. If G has both chain conditions, then there is no proper subgroup H of G with 
G ~ H, and there is no proper normal subgroup K of G with G/K ~ G'. 

6.32. Assume that G has both chain conditions. If there is a group H with G x G ~ 
H x H, then G ~ H. (Hint. Use Lemma 6.29(ii).) 

6.33.5 Let G have both chain conditions. If G ~ A x Band G ~ A x C, then B ~ C. 

6.34. Let G be the additive group of Z[x]. Prove that G x Z ~ G x Z x Z, but that 
z;t Z x Z. 

Definition. A subgroup H ~ G is subnormal if there is a normal series 

G ~ G1 ~ G2 ~ ••• ~ H ~ 1. 

5 R. Hirshon (Amer. Math. Monthly 76 (1969), pp. 1037-1039) proves that if A is finite and Band 
C are arbitrary groups, then A x B ~ A x C implies B ~ C. 
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6.35. (i) Give an example of a subgroup that is not subnormal. 
(ii) Give an example of a subnormal subgroup that is not a normal subgroup. 

(iii) If G has a composition series and if H is subnormal in G, then G has a 
composition series one of whose terms is H. 

(iv) A group G has a composition series if and only if it has both chain condi­
tions on subnormal subgroups. 

Operator Groups 

There is a generalization of modules that allows us to extend some of our 
earlier theorems in a straightforward way. We present new results having old 
proofs. 

Definition. Let Q be a set and let G be a group. Then Q is a set of operators 
on G and G is an D-group if there is a function Q x G -+ G, denoted by 
(w, g) H wg, such that 

w(gh) = (wg)(wh) 

for all w E Q and g, h E G. 

Definition. If G and Hare Q-groups, then a function cp: G -+ H is an D-map if 
cp is a homomorphism such that cp(wg) = wcp(g) for all w E Q and g E G. 

If G is an Q-group, then a subgroup H ::; G is an admissible subgroup if 
wh E H for all w E Q and h E H. 

EXAMPLE 6.3. If Q = 0, then an Q-group is just a group, every homomor­
phism is an Q-map, and every subgroup is admissible. 

EXAMPLE 6.4. If G is an abelian group and Q is a ring, then every Q-module 
is an Q-group, every Q-homomorphism is an Q-map, and every submodule is 
admissible. 

EXAMPLE 6.5. If Q is the set of all conjugations of a group G, then G is an 
Q-group whose admissible subgroups are the normal subgroups. An Q-map 
of G to itself is a normal endomorphism. An Q-isomorphism between Q­
groups is called a central isomorphism. 

EXAMPLE 6.6. If Q is the set of all automorphisms of a group G, then G is an 
Q-group whose admissible subgroups are the characteristic subgroups. 

EXAMPLE 6.7. If Q is the set of all endomorphisms of a group G, then G is an 
Q-group whose admissible subgroups are the fully invariant subgroups. 

All the elementary results of Chapter 2 (and their proofs!) carryover for 
Q-groups. For example, the intersection of admissible subgroups is admissi­
ble and, if Hand K are admissible subgroups at least one of which is normal, 
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then HK is admissible. If H is a normal admissible subgroup of an n-group 
G, then the quotient group G/H is an n-group (where one defines w(gH) = 
(wg)H). The kernel of an n-map is an admissible normal subgroup, and the 
first, hence the second and third, isomorphism theorems hold, as does the 
correspondence theorem. The direct product of n-groups Hand K becomes 
an n-group if one defines w(h, k) = (wh, wk). 

Definition. An n-group G is a-simple if has no admissible subgroups other 
than 1 and G. 

An admissible normal subgroup H of an n-group G is maximal such if and 
only if G/H is n-simple. 

If n is a ring, then an n-module V with no submodules other than 0 and V 
is an n-simple group. In particular, when n is a field, a one-dimensional 
n-module is n-simple. If n is the set of all conjugations of G, then n-simple 
groups are just simple groups in the usual sense. If n is the set of all automor­
phisms of a finite group G, then Gis n-simple (or characteristically simple) if 
and only if it is a direct product of isomorphic simple groups (Theorem 5.26). 

We call attention to three generalizations of results from groups to n­
groups (the proofs are routine adaptations of the proofs we have given for 
groups). 

Definition. Let G be an n-groups. An a-series for G is a normal series 

G = Go ~ G1 ~ ... ~ Gn = 1 

with each Gi admissible; an a-composition series is an n-series whose factor 
groups are n-simple. 

If V is abelian and n is a ring, then every normal series V = Vo ~ V1 ~ 

... ~ Y.t = 1 in which the V; are submodules is an n-series; it is an n-composi­
tion series if each V;/V;+l is n-simple. In particular, if n is a field, then V is a 
vector space and the factors are one-dimensional spaces. 

If n is the set of all conjugations of G, then an n-series is a normal series 
G = Go ~ G1 ~ ... ~ Gn = 1 in which each Gi is a normal subgroup of G 
(such a normal series is called a chief series or a principal series). If n is the set 
of all automorphisms of G, then an n-series is a normal series in which each 
term is a characteristic subgroup of G. Both the Zassenhaus lemma and the 
Schreier refinement theorem carryover for n-groups; it follows that a gener­
alized Jordan-Holder theorem is true. 

Theorem 6.37 (Jordan-HOlder). Every two n-composition series of an n-group 
are eqUivalent. 

One can now prove that if V is a finite-dimensional vector space over a 
field k (that is, V is spanned by finitely many vectors), then the size n of a basis 
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{Vi' ... , vn } depends only on V. For i;:::: 0, define subspaces V; of V by V; = 
(Vi+1, ••• , vn ), the subspace spanned by {Vi+ i , ••. , vn}. Then V = Vo;:::: Vi ;:::: 
... ;:::: Vn = 0 is an n-composition series for V (where n = k) because the fac­
tor spaces are all isomorphic to k, hence are n-simple. Therefore, the dimen­
sion of V is well defined, for it is the length of an n-composition series of V. 

Here are two more applications. Any two chief composition series of a 
group have centrally isomorphic factor groups (n = conjugations), and any 
two characteristic series in which the factor groups are products of isomor­
phic simple groups have isomorphic factor groups (n = automorphisms). 

Theorem 6.38 (Fitting's Lemma). Let G be an n-group having both chain 
conditions on admissible subgroups, and let ffJ be an n-endomorphism of G. 
Then G = H x K, where Hand K are admissible subgroups, ffJ I H is nilpotent, 
and ffJlK is a surjection. 

Here is an application. Let V be a finite-dimensional vector space over a 
field k and let T: V -+ V be a linear transformation. Then V = U EB W, where 
U and Ware T-invariant, TI U is nilpotent, and TI W is nonsingular. We have 
taken n = k and observed that TI W surjective implies TI W nonsingular. The 
matrix interpretation of Fitting's lemma thus says that every n x n matrix 
over a field k is similar to the direct sum of a nilpotent matrix and a non­
singular matrix. 

An n-group G is !I-indecomposable if it is not the direct product of non­
trivial admissible subgroups. 

Theorem 6.39 (Krull-Schmidt). Let G be an n-group having both chain condi­
tions on admissible subgroups. If 

G = Hi X ••. x H. = Kl X ••• x K t 

are two decompositions of G into n-indecomposable factors, then s = t and 
there is a reindexing so that Hi ~ K i for all i. Moreover, given any r between 1 
and s, the reindexing may be chosen so that G = Hi X •.• x Hr x Kr+1 x 
... x K •. 



CHAPTER 7 

Extensions and Cohomology 

A group G having a normal subgroup K can be "factored" into K and G/K. 
The study of extensions involves the inverse question: Given K <J G and G/K, 
to what extent can one recapture G? 

The Extension Problem 

Definition. If K and Q are groups, then an extension of K by Q is a group G 
having a normal subgroup Kl ~ K with G/K 1 ~ Q. 

As a mnemonic device, K denotes kernel and Q denotes quotient. We think 
of G as a "product" of K and Q. 

EXAMPLE 7.1. Both 7L6 and S3 are extensions of 7L3 by 7L z. However, 7L6 is an 
extension of 7L2 by 7L 3 , but S3 is not such an extension (for S3 has no normal 
subgroup of order 2). 

EXAMPLE 7.2. For any groups K and Q, the direct product K x Q is an 
extension of K by Q as well as an extension of Q by K. 

The extension problem (formulated by O. Holder) is to find all exten­
sions of a given group K by a given group Q. We can better understand the 
Jordan-Holder theorem in light of this problem. Let a group G have a com­
position series 
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and corresponding factor groups 

KO/K1 = Q1' ... , K n- 2/Kn- 1 = Qn-1' Kn-dKn = Qn· 

Since Kn = 1, we have Kn- 1 = Qn' but something more interesting happens 
at the next stage; K n- 2/Kn- 1 = Qn-1' so that K n- 2 is an extension of K n- 1 by 
Qn -1· If we could solve the extension problem, then we could recapture K n- 2 

from K n- 1 and Qn-1; that is, from Qn and Qn-l. Once we have K n- 2, we can 
attack K n - 3 in a similar manner, for Kn- 3 /Kn- 2 = Qn-2. Thus, a solution of 
the extension problem would allow us to recapture K n- 3 from Qn, Qn-1' and 
Qn-2. Climbing up the composition series to Ko = G, we could recapture 
G from Qn' ... ' Q 1. The group G is thus a "product" of the Qi' and the 
Jordan-Holder theorem says that the simple groups Qi in this "factorization" 
of G are uniquely determined by G. We could thus survey all finite groups if 
we knew all finite simple groups and if we could solve the extension problem. 
In particular, we could survey all finite solvable groups if we could solve the 
extension problem. 

A solution of the extension problem consists of determining from K and Q 
all the groups G for which G/K ~ Q. But what does "determining" a group 
mean? We gave two answers to this question at the end of Chapter 1 when 
we considered "knowing" a group. One answer is that a multiplication table 
for a group G can be constructed; a second answer is that the isomorphism 
class of G can be characterized. In 1926, O. Schreier determined all extensions 
in the first sense (see Theorem 7.34). On the other hand, no solution is known 
in the second sense. For example, given K and Q, Schreier's solution does not 
allow us to compute the number of nonisomorphic extensions of K by Q 
(though it does give an upper bound). 

EXERCISES 

7.1. If K and Q are finite, then every extension G of K by Q has order IKIIQI· If G has 
a normal series with factor groups Q., ... , Qb then IGI = TI IQJ 

7.2. (i) Show that A4 is an extension of V by Z3· 
(ii) Find all the extensions of Z3 by V. 

7.3. If p is prime, every nonabelian group of order p3 is an extension of Zp by Zp X Zp­
(Hint. Exercise 4.7.) 

7.4. Give an example of an extension of K by Q that does not contain a subgroup 

isomorphic to Q. 

7.5. If (a, b) = 1 and K and Q are abelian groups of orders a and b, respectively, then 
there is only one (to isomorphism) abelian extension of K by Q. 

7.6. Which ofthe following properties, when enjoyed by both K and Q, is also enjoyed 
by every extension of K by Q? (i) finite; (ii) p-group; (iii) abelian; (iv) cyclic; ~v) 
solvable; (vi) nilpotent; (vii) ACC; (viii) DCC; (ix) periodic (every element has fimte 
order); (x) torsion-free (every element other than 1 has infinite order). 
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Automorphism Groups 

The coming construction is essential for the discussion of the extension prob­

lem; it is also of intrinsic interest. 

Definition. The automorphism group of a group G, denoted by Aut(G), is the 
set of all the automorphisms of G under the operation of composition. 

It is easy to check that Aut(G) is a group; indeed, it is a subgroup of the 

symmetric group SG· 

Definition. An automorphism cp of G is inner if it is conjugation by some 
element of G; otherwise, it is outer. Denote the set of all inner automorphisms 
of G by Inn( G). 

Theorem 7.1. 

(i) (NIC Lemma). If H :::;; G, then CG(H) <J NG(H) and NG(H)jCG(H) can be 
imbedded in Aut(H). 

(ii) Inn(G) <J Aut(G) and GjZ(G) ~ Inn(G). 

Proof. (i) If a e G, let Ya denote conjugation by a. Define cp: NG(H) -+ Aut(H) 
by a 1--+ YalH (note that YalH e Aut(H) because a e NG(H)); cp is easily seen to 
be a homomorphism. The following statements are equivalent: a e ker cp; 
YalH is the identity on H; aha-1 = h for all he H; a e CG(H)' By the first 
isomorphism theorem, CG(H) <J NG(H) and NG(H)jCG(H) ~ im cp :::;; Aut(H)' 

(ii) If H = G, then NG(G) = G, CG(G) = Z(G), and im cp = Inn(G). There­
fore, GjZ(G) ~ Inn(G) is a special case of the isomorphism just established. 

To see that Inn(G) <J Aut(G), take Ya e Inn(G) and cP e Aut(G). Then 
CPYacp-l = Y",a e Inn(G), as the reader can check. • 

Definition. The group Aut(G)jInn(G) is called the outer automorphism group 
ofG. 

EXAMPLE 7.3. Aut(V) ~ S3 ~ Aut(S3)' 

The 4-group V consists of 3 involutions and 1, and so every cP e Aut(V) 
permutes the 3 involutions: if X = V - {I}, then the map cP 1--+ cP I X is a 
homomorphism Aut(V) -+ Sx ~ S3' The reader can painlessly check that this 
map is an isomorphism. 

The symmetric group S3 consists of 3 involutions, 2 elements of order 3, 
and the identity, and every cP e Aut(S3) must permute the involutions: if Y = 
{(I 2), (1 3), (2 3)}, then the map cP 1--+ cpl Y is a homomorphism Aut(S3)-+ 
Sy ~ S3; this map is easily seen to be an isomorphism. 
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We conclude that nonisomorphic groups can have isomorphic automor­
phism groups. 

EXAMPLE 7.4. If G is an elementary abelian group of order pn, then Aut(G) ~ 
GL(n, p). 

This follows from Exercise 2.78: G is a vector space over lLp and every 
automorphism is a nonsingular linear transformation. 

EXAMPLE 7.5. Aut(lL) ~ lL 2 . 

Let G = (x) be infinite cyclic. If cP E Aut(G), then cp(x) must be a generator 
of G. Since the only generators of G are x and x-l, there are only two auto­
morphisms of G, and so Aut(lL) ~ Aut(G) ~ lL2 • Thus, an infinite group can 
have a finite automorphism group. 

EXAMPLE 7.6. Aut(G) = 1 if and only if jGj :::;; 2. 

It is clear that jGj :::;; 2 implies Aut(G) = 1. Conversely, assume that Aut(G) 
= 1. If a E G, then Ya = 1 if and only if a E Z(G); it follows that G is abelian. 
The function a f-+ a- 1 is now an automorphism of G, so that G has exponent 
2; that is, G is a vector space over lL 2 • If jGj > 2, then dim G ~ 2 and there 
exists a nonsingular linear transformation cp: G --+ G other than 1. 

Recall that if R is a ring, then U (R) denotes its group of units: 

U(R) = {r E R: there is s E R with sr = 1 = rs}. 

Lemma 7.2. If G is a cyclic group of order n, then Aut(G) ~ U(lLn)· 

Proof. Let G = (a). If cp E Aut(G), then cp(a) = ak for some k; moreover, ak 

must be a generator of G, so that (k, n) = 1, by Exercise 2.20, and [k] E U(lLn)· 
It is routine to show that 0: Aut(G) --+ U(lLn), defined by 0(cp) = [k], is an 
isomorphism. • 

Theorem 7.3. 

(i) Aut(lL2 ) = 1; Aut(lL4 ) ~ lL2; if m ~ 3, then Aut(lL2m) ~ lL2 X lL2m-z. 
(ii) If p is an odd prime, then Aut(lLpm) ~ lL" where I = (p - l)pm-l. 

(iii) If n = p~' ... P:', where the Pi are distinct primes and the ei > 0, then Aut(lLn) 

~ TIi Aut(lLq,), where qi = p7'· 

Proof. (i) U(lL2) = 1 and U(lL4 ) = {[I], [ -I]} ~ lL2. Ifm ~ 3, then the result 
is Theorem 5.44. 

(ii) This is Theorem 6.7. 
(iii) If a ring R = Rl X ... x R t is a direct product of rings (addition and 

multiplication are coordinatewise), then it is easy to see that U(R) is the direct 
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product of groups U(R 1 ) x ... x U(Rt ); mo~eover, the primar~ ~ecomposi­
tion of the cyclic group 71..n = 71..Q' X ••• x 71..q, IS also a decomposItIon of 71..n as 
a direct product of rings. • 

Theorem 7.1 suggests the following class of groups: 

Definition. A group G is complete if it is centerless and every automorphism 

of G is inner. 

It follows from Theorem 7.1(ii) that Aut(G) ~ G for every complete group. 
We are now going to see that almost every symmetric group is complete. 

Lemma 7.4. An automorphism ({J of Sn preserves transpositions «((J('r) is a trans­
position whenever 't' is) if and only if ({J is inner. 

Proof. If ({J is inner, then it preserves the cycle structure of every permutation, 
by Theorem 3.5. 

We prove, by induction on t ;:::: 2, that there exist conjugations Y2' ••. , Yt 
such that y;-l ... yzl({J fixes (1 2), ... , (1 t). If n E Sn' we will denote ({J(n) by nrp 
in this proof. By hypothesis, (1 2)'1' = (i j) for some i,j; define Y2 to be conju­
gation by (1 i)(2 j) (if i = 1 or j = 2, then interpret (1 i) or (2 j) as the iden­
tity). By Lemma 3.4, the quick way of computing conjugates in Sn' we see that 
(1 2)'1' = (1 2)12, and so yzl({J fixes (1 2). 

Let Y2' ... , Yt be given by the inductive hypothesis, so that t/! = y;-l ... yzl({J 
fixes (1 2), ... , (1 t). Since t/! preserves transpositions, (1 t + 1)'" = (I k). Now 
(1 2) and (I k) cannot be disjoint, lest [(1 2)(1 t + 1)]'" = (1 2)"'(1 t + 1)'" = 
(1 2)(1 k) have order 2, while (1 2)(1 t + 1) has order 3. Thus, (1 t + 1)'" = 
(1 k) or (1 t + 1)'" = (2 k). If k =:;; t, then (1 t + 1)'" E «1 2), ... , (1 t), and 
hence it is fixed by t/!; this contradicts t/! being injective, for either (1 t + 1)'" 
= (1 k) = (1 k)'" or (1 t + 1)'" = (2 k) = (2 k)"'. Hence, k ;:::: t + 1. Define Yt+l 
to be conjugation by (k t + 1). Now Yt+1 fixes (1 2), ... , (1 t) and (1 t + 1)1'+1 
= (1 t + 1)"', so that Y;-';l ... Yz1({J fixes (1 2), ... , (1 t + 1) and the induction 
is complete. It follows that y;l ... yzl({J fixes (1 2), ... , (1 n). But these trans­
positions generate Sn, by Exercise 2.9(i), and so y;l ... yzl({J is the identity. 
Therefore, ({J = Y2 ... Yn E Inn(Sn)· • 

Theorem 7.5. If n =1= 2 or n =1= 6, then Sn is complete. 

Remark. S2 ~ 71..2 is not complete because it has a center; we shall see in 
Theorem 7.9 that S6 is not complete. 

Proof. Let 1k denote the conjugacy class in Sn consisting of all products of k 
disjoint transpositions. By Exercise 1.16, a permutation in Sn is an involution 
if and only if it lies in some 1k. It follows that if () E Aut(Sn)' then ()(T1 ) = Tk 
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for some k. We shall show that if n "# 6, then 11k1 "# I Til for k "# 1. Assuming 
this, then 0(T1 ) = T1 , and Lemma 7.4 completes the proof. 

Now I Til = n(n - 1)/2. To count 1k, observe first that there are 

tn(n - 1) x t(n - 2)(n - 3) x ... x t(n - 2k + 2)(n - 2k + 1) 

k-tuples of disjoint transpositions. Since disjoint transpositions commute and 
there are k! orderings obtained from any k-tuple, we have 

11k1 = n(n - 1)(n - 2) .. · (n - 2k + 1)/k!2k. 

The question whether I Til = 11klleads to the question whether there is some 
k > 1 such that 

(n - 2)(n - 3) .. ·(n - 2k + 1) = k!2k-l. 

Since the right side of (*) is positive, we must have n ~ 2k. Therefore, for 
fixed n, 

left side ~ (2k - 2)(2k - 3)··· (2k - 2k + 1) = (2k - 2)!' 

An easy induction shows that if k ~ 4, then (2k - 2)! > k!2k- 1, and so (*) can 
hold only if k = 2 or k = 3. When k = 2, the right side is 4, and it easy to see 
that equality never holds; we may assume, therefore, that k = 3. Since n ~ 2k, 
we must have n ~ 6. If n > 6, then the left side of (*) ~ 5 x 4 x 3 x 2 = 120, 
while the right side is 24. We have shown that if n "# 6, then I Til "# 11k1 for all 
k> 1, as desired. • 

Corollary 7.6. If 0 is an outer automorphism of S6' and if l' E S6 is a transposi­
tion, then 0(1') is a product of three disjoint transpositions. 

Proof. If n = 6, then we saw in the proof of the theorem that (*) does not hold 
if k "# 3. (When k = 3, both sides of (*) equal 24.) • 

Corollary 7.7. If n "# 2 or n "# 6, then Aut(Sn) ~ Sn. 

Proof. If G is complete, then Aut(G) ~ G. • 

We now show that S6 is a genuine exception. Recall that a subgroup K ~ 
Sx is transitive if, for every pair x, Y E X, there exists U E K with u(x) = y. In 
Theorem 3.14, we saw that if H ~ G, then the family X of all left co sets of H 
is a G-set (where Pa: gH H agH for each a E G); indeed, X is a transitive 
G-set: given gH and g'H, then Pa(gH) = g'H, where a = g'g-l. 

Lemma 7.8. There exists a transitive subgroup K ~ S6 of order 120 which 

contains no transpositions. 

Proof. If u is a 5-cycie, then P = (u) is a Sylow 5-subgroup of S5' The Sylow 
theorem says that if r is the number of conjugates of P, then r = 1 mod 5 and 
r is a divisor of 120; it follows easily that r = 6. The representation of S5 on 
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X, the set of all left cosets of N = Nss(P), is a homomorphism p: Ss -+ Sx ~ 
S6. Now X is a transitive Ss-set, by Exercise 4.11, and so Iker pi ~ ISsl/r = 
IS51/6 = 20, by Exercise 3.44(iii). Since the only normal subgroups of S5 are 
Ss, As, and 1, it follows that ker p = 1 and p is an injection. Therefore, 
imp ~ Ss is a transitive subgroup of Sx of order 120. 

For notational convenience, let us write K ::;; S6 instead of im p ::;; Sx· 
Now K contains an element IX of order 5 which must be a 5-cycle; say, IX = 
(1 2 3 4 5). If K contains a transposition (i j), then transitivity of K provides 
P E K with P(j) = 6, and so P(i j)p-l = (Pi Pj) = (I 6) for some 1 =F 6 (of 
course, I = Pi). Conjugating (l 6) E K by the powers of IX shows that K con­
tains (16), (2 6), (3 6), (4 6), and (5 6). But these transpositions generate S6' 
by Exercise 2.9(i), and this contradicts K (~Ss) being a proper subgroup of 
86 •• 

The "obvious" copy of Ss in S6 consists of all the permutations fixing 6; 
plainly, it is not transitive, and it does contain transpositions. 

Theorem 7.9 (Holder, 1895). There exists an outer automorphism of S6· 

Proof. Let K be a transitive subgroup of S6 of order 120, and let Y be the 
family of its left cosets: Y = {1X1 K, ... , 1X6K}. If (J: S6 -+ 8y is the representa­
tion of 86 on the left cosets of K, then ker (J ::;; K is a normal subgroup of S6· 
But A6 is the only proper normal subgroup of S6' so that ker (J = 1 and (J is 
an injection. Since S6 is finite, (J must be a bijection, and so (J E Aut(S6)' for 
Sy ~ S6. Were (J inner, then it would preserve the cycle structure of every 
permutation in S6. In particular, (J(12)' defined by (J(12): lXiK H (1 2)lXiK for 
all i, is a transposition, and hence (J fixes lXiK for four different i. But if (J(12) 

fixes even one left coset, say lXiK = (1 2)lXiK, then lXil (1 2)lXi is a transposi­
tion in K. This contradiction shows that (J is an outer automorphism. • 

Theorem 7.10. Aut(S6)/lnn(S6) ~ 7L 2 , and so IAut(S6)1 = 1440. 

Proof. Let Tl be the class of all transpositions in S6, and let T3 be the class of 
all products of 3 disjoint transpositions. If (J and I/J are outer automorphisms 
of 86, then both interchange Tl and T3 , by Corollary 7.6, and so (J-11/J(Tl) = 
Tl . Therefore, (J-11/J E Inn(S6)' by Lemma 7.4, and Aut(S6)/Inn(S6) has 
order 2. • 

This last theorem shows that there is essentially only one outer auto­
morphism (J of S6; given an outer automorphism (J, then every other such 
has the form y(J for some inner automorphism y. It follows that S6 has exactly 
720 outer automorphisms, for they comprise the other coset of Inn(S6) in 
Aut(S6)· 
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Definition. A syntheme1 is a product of 3 disjoint transpositions. A pentad is 
a family of 5 synthemes, no two of which have a common transposition. 

If two synthemes have a common transposition, say, (a b)(c d)(e f) and 
(a b)(c e)(d f), then they commute. It is easy to see that the converse holds: 
two commuting synthemes share a transposition. 

Lemma 7.11. S6 contains exactly 6 pentads. They are: 

(12)(34)(56), (13)(25)(46), (14)(26)(35), (15)(24)(36), (16)(23)(45); 

(12)(34)(56), (13)(26)(45), (14)(25)(36), (15)(23)(46), (16)(24)(35); 

(12)(35)(46), (13)(24)(56), (14)(25)(36), (15)(26)(34), (16)(23)(45); 

(12)(35)(46), (13)(26)(45), (14)(23)(56), (15)(24)(36), (16)(25)(34); 

(12)(36)(45), (13)(24)(56), (14)(26)(35), (15)(23)(46), (16)(25)(34); 

(12)(36)(45), (13)(25)(46), (14)(23)(56), (15)(26)(34), (16)(24)(35). 

Proof. There are exactly 15 synthemes, and each lies in at most two pentads. 
There are thus at most 6 pentads, for 2 x 15 = 30 = 6 x 5; there are exactly 
6 pentads, for they are displayed above. • 

Theorem 7.12. If {a2 , ... , a6} is a pentad in some ordering, then there is a 
unique outer automorphism fJ of S6 with fJ: (1 i) 1---+ aJor i = 2, 3,4,5,6. More­
over, every outer automorphism of S6 has this form. 

Proof. Let X = {(1 2), (1 3), (1 4), (1 5), (1 6)}. If fJ is an outer automor­
phism of S6' then Corollary 7.6 shows that each fJ«1 i)) is a syntheme. Since 
(1 i) and (1 j) do not commute for i -:f. j, it follows that fJ«1 i)) and fJ«1 j)) 
do not commute; hence, fJ(X) is a pentad. Let us count the number of possible 
functions from X to pentads arising from outer automorphisms. Given an 
outer automorphism fJ, there are 6 choices of pentad for fJ(X); given such a 
pentad P, there are 5! = 120 bijections X -+ P. Hence, there are at most 720 
bijections from X to pentads which can possibly arise as restrictions of outer 
automorphisms. But there are exactly 720 outer automorphisms, by Theo­
rem 7.10, and no two of them can restrict to the same bijection because X 
generates S6' The statements of the theorem follow. • 

Since every element in S6 is a product of transpositions, the information in 
the theorem allows one to evaluate fJ(f3) for every p E S6' 

Corollary 7.13. There is an outer automorphism of S6 which has order 2. 

1 A syntheme is a partition of a set X into subsets Pi with IPil = IPjl for all i,j (this term is due to 
J.J. Sylvester). 
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Proof. Define2 '" E Aut(S6) by 

(1 2) 1-+ (1 5)(2 3)(4 6), 

(1 3) 1-+ (1 4)(2 6)(3 5), 

(1 4) 1-+ (1 3)(2 4)(5 6), 

(1 5) 1-+ (1 2)(3 6)(4 5), 

(1 6) 1-+ (1 6)(2 5)(3 4). 

A routine but long calcuation shows that ",2 = 1. • 

Here is another source of (possibly infinite) complete groups. 

Theorem 7.14. If G is a nonabelian simple group, then Aut ( G) is complete. 

Proof. Let 1 = Inn(G) <l Aut(G) = A. Now Z(G) = 1, because G is simple and 
nonabelian, and so Theorem 7.1 gives 1 ~ G. Now Z(A) :::;; C .. (I) = {lp E A: 
lpYg = Yglp for all g E G}. We claim that CA(I) = 1; it will then follow that A 
is centerless. If lpYg = Yglp for all g E G, then Yg = lpYglp-1 = Y",(g)' Therefore, 
lp(g)g-1 E Z(G) = 1 for all g E G, and so lp = 1. 

It remains to show that every q E Aut(A) is inner. Now q(1) <l A, because 
1 <l A, and so 1 ('\ q(l) <l q(I). But q(l) ~ 1 ~ G is simple, so that either 
1 ('\ q(l) = 1 or 1 ('\ q(l) = q(I). Since both 1 and q(1) are normal, [I, q(I)] :::;; 
1 ('\ q(I). In the first case, we have [I, q(I)] = 1; that is, q(1) :::;; CA(I) = 1, and 
this contradicts q(l) ~ 1. Hence, 1 ('\ q(l) = q(1), and so q(l) :::;; I. This inclu­
sion holds for every q E Aut(A); in particular, q-1(I) :::;; I, and so q(l) = 1 for 
every q E Aut(A). If g E G, then Yg E I; there is thus a(g) E G with 

q(Yg) = Y,,(g)' 

The reader may check easily that the function a: G -+ G is a bijection. We 
now show that a is an automorphism of G; that is, a E A. If g, h E G, then 
q(YgYh) = q(Ygh) = Y,,(gh)' On the other hand, q(YgYh) = q(yg)q(Yh) = Y,,(g)Y,,(h) = 
Y,,(g),,(h); hence a(gh) = a(g)a(h). 

We claim that q = r", conjugation by a. To this end, define 1: = q 0 r;1. 
Observe, for all h E G, that 

-r(Yh) = qr;1(Yh) = q(a-1Yha) 

= q(Y"-'(h») 

2 In Lam, T.Y., and Leep, D.B., Combinatorial structure on the automorphism group of 86 , 

Expo. Math. (1993), it is shown that the order of any outer automorphism cp of 86 is either 2, 4, 8, 
or 10, and they show how to determine the order of cp when it is given, as in Theorem 7.12, in 
terms of its values on (1 i), for 2 ::;; i ::;; 6. 
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Thus, r fixes everything in I. If 13 E A, then for every 9 E G, 

f3y gf3-1 = r(f3ygf3-1) (because f3y gf3-1 E I and r fixes I) 

= r(f3)y 9 r(f3fl (because r fixes I). 

Hence r(f3)f3-1 E CA(l) = 1, and r(f3) = 13. Therefore, r = 1, (J = r,., and A is 
complete. • 

It follows, for every nonabelian simple group G, that Aut(G) ~ Aut(Aut(G)). 
There is a beautiful theorem ofWielandt (1939) with a similar conclusion. We 
know, by Theorem 7.1, that every centerless group G can be imbedded in 
Aut(G). Moreover, Aut(G) is also centerless, and so it can be imbedded in its 
automorphism group Aut(Aut(G)). This process may thus be iterated to give 
the automorphism tower of G: 

G ~ Aut(G) ~ Aut(Aut(G)) ~ .... 

Wielandt proved, for every finite centerless group G, that this tower is con­
stant from some point on. Since the last term of an automorphism tower is a 
complete group, it follows that every finite centerless group can be imbedded 
in a complete group. Of course, there is an easier proof of a much stronger 
fact: Cayley's theorem imbeds a finite group in some Sn with n > 6, and 
Theorem 7.5 applies to show that Sn is complete. 

The automorphism tower of an infinite centerless group need not stop after 
a finite number of steps, but a transfinite automorphism tower (indexed by 
ordinals) can be defined (taking unions at limit ordinals). S. Thomas (1985) 
proved, for every centerless group, that this automorphism tower eventually 
stops. As in the finite case, the last term of an automorphism tower is com­
plete, and so every centerless group can be imbedded in a complete group. It 
is shown, in Exercise 11.56, that every group can be imbedded in a centerless 
group, and so it follows that every group can be imbedded in a complete 
group. 

Theorem 7.15. If K <l G and K is complete, then K is a direct factor of G; that 
is, there is a normal subgroup Q of G with G = K x Q. 

Proof. Define Q = CG(K) = {g E G: gk = kg for all k E K}. Now K n Q ~ 
Z(K) = 1, and so K n Q = 1. To see that G = KQ, take 9 E G. Now yg(K) = 
K, because K <l G, and so YglK E Aut(K) = Inn(K). There is thus k E K with 
gxg-1 = kxk-1 for all x E K. Hence k-1g E nxEK CG(x) = CG(K) = Q, and so 
9 = k(k-1g) E KQ. Finally, Q <l G, for gQg-l = k(k-lg)Q(k-lgflk-l = kQk-1 

(because k-1g E Q), and kQk-1 = Q (because every element of Q commutes 
with k). Therefore, G = K x Q. • 

The converse of Theorem 7.15 is true, and we introduce a construction in 
order to prove it. Recall that if a E K, then La: K -+ K denotes left translation 



164 7. Extensions and Cohomology 

by a; that is, La(x) = ax for all a E K. As in the Cayley theorem (Theo~e~ 
3.12), K is isomorphic to K' = {La: a E K}, which is a subgroup of SK' SImI­
larly, if Ra: K -+ K denotes right translation by a, that is, Ra: x H xa-l, then 
K r = {Ra: a E K} is also a subgroup of SK isomorphic to K. 

Definition. The holomorph of a group K, denoted by Hol(K), is the subgroup 
of SK generated by K' and Aut(K). 

Notice, for all a E K, that Ra = La-1 'la' so that K r ~ Hol(K); indeed, it is 
easy to see that Hol(K) = <Kr, Aut(K). 

Lemma 7.16. Let K be a group. 

(i) K' <J Hol(K), K' Aut(K) = Hol(K), and K' n Aut(K) = 1. 
(ii) Hol(K)jK' ~ Aut(K). 
(iii) CHo1(K)(K' ) = Kr. 

Proof. (i) It is easy to see that cpLaCP -1 = Lep(a)' and that it lies in K' for every 
a E K and cp E Aut(K); since Hol(K) = <K', Aut(K), it follows that K' <J 

Hol(K) and that Hol(K) = K' Aut(K). If a E K, then La(1) = a; therefore, 
La E Aut(K) if and only if a = 1; that is, K' n Aut(K) = 1. 

(ii) Hol(K)jK' = K' Aut(K)jK' ~ Aut(K)j(K' n Aut(K)) ~ Aut(K). 
(iii) If a, b, x E K, then LaRb(X) = a(xb- 1 ) and RbLa(X) = (ax)b- 1, so that 

associativity gives K r ~ CHoI(K)(K' ). For the reverse inclusion, assume that 
1J E Hol(K) satisfies 1JLa = La1J for all a E K. Now 1J = LbCP for some bE K 
and cP E Aut(K). If x E K, then 1JLa(x) = LbcpLa(X) = bcp(a)cp(x) and La1J(x) = 
LaLbCP(X) = abcp(x). Hence, bcp(a) = ab for all a E K; that is, cp = l'b-1. It fol­
lows that tJ(x) = LbCP(X) = b(b-1xb) = xb, and so tJ = Rb-l E K r , as desired . 

• 
Here is the converse of Theorem 7.15. 

Theorem 7.17. If a group K is a direct factor whenever it is (isomorphic to) a 
normal subgroup of a group, then K is complete. 

Proof. We identify K with the subgroup K' ~ Hol(K). Since K' is normal, the 
hypothesis gives a subgroup B with Hol(K) =Kl xB. Now B~ CHo1(K) (Kl) = 

K r , because every element of B commutes with each element of K'. It follows 
that if cp E Aut(K) ~ Hol(K), then cp = LaRb for some a, b E K. Hence, cp(x) 
= axb- 1 for all x E K. But now axyb- 1 = cp (x)cp(y) = axb- 1ayb-1, so that 
1 = b-1a; therefore, cp = Ya E Inn(K). 

Since Hol(K) = Kl x Band B ~ K r ~ Hol(K), Exercise 7.17 below shows 
that K r = B x (Kr n K'). If cp E K' n K r, then cp = La = Rb, for a, b E K. For 
all c E K, La(c) = Rb(C) gives ac = cb- 1 ; if c = 1, then a = b-l, from which it 
follows that a E Z(K). Therefore,Kr nKi = Z(K) andK ~ B x Z(K). Ifl =F 
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q> E Aut(Z(K)), then it is easy to see that iP: B x Z(K) --+ B x Z(K), defined 
by (b, z) H (b, q>z), is an automorphism of K; iP must be outer, for conjugation 
by ({3, 0 E B x Z(K) ~ K sends (b, z) into ({3, 'Hb, Z)({3-1, C1) = ({3b{3-1, z). 
But K has no outer automorphisms, so that Aut(Z(K)) = 1 and, by Example 
7.6, IZ(K)I ~ 2. If Z(K) ~ 7L 2 , then it is isomorphic to a normal subgroup N 
of 7L4 which is not a direct factor. But K is isomorphic to the normal sub­
group B x N of B x 7L4 which is not a direct factor, contradicting the 
hypothesis. Therefore, Z(K) = 1 and K is complete. • 

The holomorph allows one to extend commutator notation. Recall that 
the commutator [a, x] = axa-1x-1 = xax-1. Now let G be a group and let 
A = Aut(G). We may regard G and A as subgroups of Hol(G) (by identifying 
G with Gl ). For x E G and rx E A, define 

[rx, x] = rx(x)x-1, 

and define 
[A, G] = <[rx, x]: rx E A, x E G). 

The next lemma will be used to give examples of nilpotent groups arising 
naturally. 

Lemma 7.18. Let G and A be subgroups of a group H, and let G = Go ~ G1 ~ 
... be a series of normal subgroups of G such that [A, G;] ~ Gi+1 for all i. 
Define Al = A and 

Aj = {rx E A: [rx, G;] ~ Gi+ j for all i}. 

Then [Aj' AI] ~ Aj+zfor allj and I, and [Yj(A), G;] ~ Gi+Jor all i andj. 

Proof. The definition of Aj gives [Aj' G;] ~ Gi+j for all i. It follows that 
[Aj' AI, G;] = [Aj' [AI' G;]] ~ [Aj' G1+;] ~ Gj+l+ i' Similarly, [AI' Aj , G;] ~ 
Gj+l+ i ' Now Gj +l +i <J <G, A), because both G and A normalize each Gi · 

Since [Aj' AI, G;] [AI' Aj , G;] ~ Gj +1+i, the three subgroups lemma (Exercise 
5.48 (ii)) gives [G i , [Aj' AI]] = [[Aj' Aa, G;] ~ Gj+1+i · Therefore, [Aj' Aa ~ 
Aj+l, by definition of Aj+l. It follows, for all j, that Aj <l A, beca~se 
[Aj , Al = [Aj , Ad ~ Aj+1 ~ Aj , and so A = Al ~ A2 ~ ... is a central senes 
for A. By Exercise 5.38(ii), Yj(A) ~ Aj for allj, so that, for all i, [y/A) , G;] ~ 
[Aj, Gil ~ Gj+i , as desired. • 

Definition. Let G = Go ~ G1 ~ ... ~ Gr = 1 be a series of normal subgroups 
of a group G. An automorphism rx E Aut(G) stabilizes this series if rx(Gix) = 

Gix for all i and all x E Gi- 1. The stabilizer A of this series is the subgroup 

A = {rx E Aut( G): rx stabilizes the series} ~ Aut( G). 

Thus, rx stabilizes a normal series G = Go ~ G1 ~ .. , ~ Gr = 1 if and only 
if rx(GJ ~ Gi and the induced map GJG i +1 --+ GJG i +1, defined by Gi +1 X H 

Gi+1rx(X), is the identity map for each i. 
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Theorem 7.19. The stabilizer A of a series of normal subgroups G = Go Z G1 

Z ... z Gr = 1 is a nilpotent group of class ~ r - 1. 

Proof. Regard both G and A as subgroups of Hol(G). For all i, if x E Gi and 
IX E A, then IX(X) = gi+1 X for some gi+1 E Gi+1' and so IX(X)X-1 E Gi+1· In com­
mutator notation, [A, Gil ~ Gi+l. By Lemma 7.18, [Yj(A), Gil ~ Gi+j for all i 
andj. In particular, for i = 0 andj = r, we have [Yr(A), GJ ~ Gr = 1; that is, 
for all x E G and IX E Yr(A), we have IX(X)X-1 = 1. Therefore, Yr(A) = 1 and A is 
nilpotent of class ~ r - 1. • 

F or example, let {v l' ... , vn } be a basis of a vector space V over a field k, 
and define V;-l = (Vi' Vi+1, ... , vn>· Hence, 

V=VO>V1>···>v,.=O 

is a series of normal subgroups of the (additive abelian) group V. If A ~ 
GL(V) is the group of automorphisms stabilizing this series, then A is a 
nilpotent group of class ~ n - 1. If each IX E A n GL(V) is regarded as a 
matrix (relative to the given basis), then it is easy to see that An GL(V) = 
UT(n, k), the group of all unitriangular matrices. Therefore, UT(n, k) is also 
nilpotent of class ~ n - 1. Compare this with Exercise 5.44. 

If G = Go Z G1 Z ... z Gr = 1 is any (not necessarily normal) series of a 
group G (i.e., Gi need not be a normal subgroup of Gi-d, then P. Hall (1958) 
proved that the stabilizer of this series is always nilpotent of class ~ tr(r - 1). 

EXERCISES 

7.7. If G is a finite nonabelian p-group, then p2 1IAut(G)I. 

7.8. If G is a finite abelian group, then Aut(G) is abelian if and only if G is cyclic. 

7.9. (i) If G is a finite abelian group with IGI > 2, then Aut(G) has even order. 
(ii) If G is not abelian, then Aut(G) is not cyclic. (Hint. Show that Inn(G) is not 

cyclic.) 
(iii) There is no finite group G with Aut(G) cyclic of odd order> 1. 

7.10. Show that IGL(2, p)1 = (p2 - 1)(p2 - p). (Hint. How many ordered bases are in 
a two-dimensional vector space over 71. p ?) 

7.11. If Gis a finite group and Aut(G) acts transitively on G# = G - {1}, then G is an 
elementary abelian group. 

7.12. If Hand K are finite groups whose orders are relatively prime, then Aut(H x K) 
~ Aut(H) x Aut(K). Show that this may fail if(IHI, IKI) > 1. (Hint. Take H = 
71.p = K.) 

7.13. Prove that Aut(Q) ~ S4. (Hint. Inn(Q) ~ V and it equals its own centralizer in 
Aut(Q); use Theorem 7.1 with G = Aut(Q) and H = Inn(Q).) 

7.14. (i) Show that Hol(1E2 ) ~ 71. 2 , Hol(1E3) ~ S3, Hol(1E4) ~ DB' and Hol(1E6) ~ D12 • 

(ii) If P is a Sylow 5-subgroup of S5' then Hol(71. 5 ) ~ Ns,(P). (Hint. See Exercise 
4.20.) 
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7.15. Prove that Aut(Ds) ~ Ds, but that Aut(D16) * D16 . 

7.16. Is Aut(A4) ~ S4? Is Aut(A6) ~ S6? 

7.17. If G = B x K and B ~ L ~ G, then L = B x (L n K). 

7.18. If H <l G, prove that 

{<p E Aut(G): <p fixes H pointwise and <p(g)H = gH for all g E G} 

is an abelian subgroup of Aut(G). 

7.19. (i) Prove that the alternating groups An are never complete. 
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(ii) Show that if G is a complete group with G t= G', then G is not the commuta­
tor subgroup of any group containing it. Conclude that Sn, for n t= 2, 6, is 
never a commutator subgroup. 

7.20. If G is a complete group, then Hol(G) = G' x Gr. Conclude, for n t= 2 and n t= 6, 

that Hol(Sn) ~ Sn x Sn. 

7.21. Prove that every automorphism of a group G is the restriction of an inner 
automorphism of Hol( G). 

7.22. Let G be a group and let f E SG' Prove that f E Hol(G) if and only if f(xy-1Z) = 
f(x)f(yflf(z) for all x, y, z E G. 

Semidirect Products 

Definition. Let K be a (not necessarily normal) subgroup of a group G. Then 
a subgroup Q ;::; G is a complement of Kin G if K II Q = 1 and KQ = G. 

A normal subgroup K of a group G need not have a complement and, 
even if it does, a complement need not be unique. In S3, for example, every 
subgroup of order 2 serves as a complement to A3. On the other hand, if they 
exist, complements are unique to isomorphism, for 

G/K = KQ/K ~ Q/(K II Q) = Q/l ~ Q. 

A group G is the direct product of two normal subgroups K and Q if 
K II Q = 1 and KQ = G. 

Definition. A group G is a semidirect product of K by Q, denoted by G = 
K ><I Q, if K <J G and K has a complement Ql ~ Q. One also says that G 

splits over K. 

We do not assume that a complement Ql is a normal subgroup; indeed, if 
Ql is a normal subgroup, then G is the direct product K x Ql' 

In what follows, we denote elements of K by letters a, b, c in the first half 
of the alphabet, and we denote elements of Q by letters x, y, z at the end of 

the alphabet. 
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Before we give examples of semidirect products, let us give several different 
descriptions of them. 

Lemma 7.20. If K is a normal subgroup of a group G, then the following 
statements are equivalent: 

(i) G is a semidirect product of K by G/K (i.e., K has a complement in G); 
(ii) there is a subgroup Q ~ G so that every element 9 E G has a unique expres­

sion 9 = ax, where a E K and x E Q; 
(iii) there exists a homomorphism s: G/K --+ G with vs = 1G/K' where v: G--. 

G/K is the natural map; and 
(iv) there exists a homomorphism n: G --+ G with ker n = K and n(x) = x for 

all x E im n (such a map n is called a retraction of G and im n is called a 
retract of G). 

Proof. (i) => (ii) Let Q be a complement of K in G. Let 9 E G. Since G = KQ, 
there exist a E K and x E Q with 9 = ax. If 9 = by is a second such factoriza­
tion, then xy-l = a-1b E K n Q = 1. Hence b = a and y = x. 

(ii) => (iii) Each 9 E G has a unique expression 9 = ax, where a E K and 
x E Q. If Kg E G/K, then Kg = Kax = Kx; define s: G/K --+ G by s(Kg) = x. 
The routine verification that s is a well defined homomorphism with vs = 
1G/K is left as an exercise for the reader. 

(iii) => (iv) Define n: G --+ G by n = sv. If x = n(g), then n(x) = n(n(g)) = 
svsv(g) = sv(g) = n(g) = x (because vs = 1G/K ). If a E K, then n(a) = sv(a) = 
1, for K = ker v. For the reverse inclusion, assume that 1 = n(g) = sv(g) = 
s(Kg). Now s is an injection, by set theory, so that Kg = K and so 9 E K. 

(iv) => (i) Define Q = im n. If 9 E Q, then n(g) = g; if 9 E K, then n(g) = 1; 
a fortiori, if 9 E K n Q, then 9 = 1. If 9 E G, then gn(g-l) E K = ker n, for 
n(gn(g-l)) = 1. Since n(g) E Q, we have 9 = [gn(g-l)] n(g) E KQ. Therefore, 
Q is a complement of K in G and G is a semidirect product of K by Q. • 

EXAMPLE 7.7. Sn is a semidirect product of An by lL2. 

Take Q = «1 2) to be a complement of An. 

EXAMPLE 7.8. D2n is a semidirect product of lLn by lL2. 

If D2n = (a, x), where (a) ~ lL1I and (x) ~ lL2' then (a) is normal and 
(x) is a complement of (a). 

EXAMPLE 7.9. For any group K, Hol(K) is a semidirect product of K' by 
Aut(K). 

This is contained in Lemma 7.16. 
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EXAMPLE 7.10. Let G be a solvable group of order mn, where (m, n) = 1. If G 
contains a normal subgroup of order m, then G is a semidirect product of K 
by a subgroup Q of order n. 

This follows from P. Hall's theorem (Theorem 5.28). 

EXAMPLE 7.11. Aut(S6) is a semidirect product of S6 by 7L 2 • 

This follows from Theorem 7.10 and Corollary 7.13. 

EXAMPLE 7.12. If G = <a) is cyclic of order 4 and K = <a2 ), then G is not a 
semi direct product of K by G/K. 

Since normality is automatic in an abelian group, an abelian group G is a 
semidirect product if and only if it is a direct product. But G is not a direct 
product. Indeed, it is easy to see that no primary cyclic group is a semidirect 
product. 

EXAMPLE 7.13. Both S3 and 7L6 are semidirect products of 7L3 by 7L 2 • 

Example 7.13 is a bit jarring at first, for it says, in contrast to direct prod­
uct, that a semidirect product of K by Q is not determined to isomorphism 
by the two subgroups. When we reflect on this, however, we see that a semi­
direct product should depend on "how" K is normal in G. 

Lemma 7.21. If G is a semidirect product of K by Q, then there is a homomor­
phism 8: Q -+ Aut(K), defined by 8x = y x I K; that is, for all x E Q and a E K, 

8Aa) = xax-1. 

Moreover, for all x, y, 1 E Q and a E K, 

and 

Proof. Normality of K gives yAK) = K for all x E Q. The rest is routine. • 

Remark. It follows that K is a group with operators Q. 

The object of our study is to recapture G from K and Q. It is now clear that 
G also involves a homomorphism 8: Q -+ Aut(K). 

Definition. Let Q and K be groups, and let 8: Q -+ Aut(K) be a homomor­
phism. A semidirect product G of K by Q realizes e if, for all x E Q and a E K, 

8x (a) = xax- 1• 

In this language, Lemma 7.21 says that every semidirect product G of K by 
Q determines some 8 which it realizes. Intuitively, "realizing 8" is a way of 
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describing how K is normal in G. For example, if 0 is the trivial map, that is, 
Ox = lK for every x E G, then a = OAa) = xax-I for every a E K, and so K :::;; 

CG(Q)· 

Definition. Given groups Q and K and a homomorphism 0: Q --+ Aut(K), 
define G = K )qe Q to be the set of all ordered pairs (a, x) E K x Q equipped 
with the operation 

(a, x)(b, y) = (aOAb), xy). 

Theorem 7.22. Given groups Q and K and a homomorphism 0: Q --+ Aut(K), 
then G = K )qe Q is a semidirect product of K by Q that realizes O. 

Proof. We first prove that G is a group. Multiplication is associative: 

[(a, x)(b, y)] (c, z) 

= (aOx(b), xy)(c, z) 

= (aOAb)exy(c), xyz), 

(a, x) [(b, y)(c, z)] 

= (a, x)(bOy(c), yz) 

= (aOx(bOic)), xyz). 

The formulas in Lemma 7.21 (K is a group with operators Q) show that the 
final entries in each column are equal. 

The identity element of G is (1, 1), for 

(1, l)(a, x) = (101(a), Ix) = (a, x); 

the inverse of (a, x) is ((Ox-1(aWI, X-I), for 

((Ox-1(aWI , x-I)(a, x) = ((Ox-1(aWIOx-1(a), X-IX) = (1,1). 

We have shown that G is a group. 
Define a function n: G --+ Q by (a, x) H x. Since the only "twist" occurs in 

the first coordinate, it is routine to check that n is a surjective homomorphism 
and that ker n = {(a, 1): a E K}; of course, ker n is a normal subgroup of G. 
We identify K with ker n via the isomorphism a H (a, 1). It is also easy to 
check that {(1, x): x E Q} is a subgroup of G isomorphic to Q (via x H (1, x)), 
and we identify Q with this subgroup. Another easy calculation shows that 
KQ = G and K n Q = 1, so that G is a semidirect product of K by Q. 

Finally, G does realize 0: 

(1, x)(a, 1)(1, X)-I = (OAa), X)(1, X-I) = (OAa), 1). • 

Since K )qeQ realizes 8, that is, OAb) = xbx-l, there can be no confusion if 
we write bX = xbx- I instead of OAb). The operation in K )qe Q will henceforth 
be written 

(a, x)(b, y) = (aP, xy). 

Theorem 7.23. If G is a semidirect product of K by Q, then there exists 0: Q --+ 

Aut(K) with G ~ K )qeQ. 
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Proof. Define BAa) = xax-1 (as in Lemma 7.21). By Lemma 7.20 (ii), each 
g E G has a unique expression g = ax with a E K and x E Q. Since multiplica­
tion in G satisfies 

(ax)(by) = a(xbx-1 )xy = abXxy, 

it is easy to see that the map K '4oQ --+ G, defined by (a, x) 1--+ ax, is an 
isomorphism. • 

We now illustrate how this construction can be used. 

EXAMPLE 7.14. The group T of order 12 (see Theorem 4.24) is a semidirect 
product of 7L3 by 7L4. 

Let 7L3 = (a), let 7L4 = (x), and define B: 7L4 --+ Aut(7L3 ) ~ 7L2 by sending a 
into the generator; that is, Ox is squaring. In more detail, 

aX = a2 and (a 2 )X = a, 

while x 2 acts on (a) as the identity automorphism: ax2 = a. 
The group G = 7L3 '407L4 has order 12. If s = (a2, x 2) and t = (1, x), then 

the reader may check that 

S6 = 1 

which are the relations in T. 

and 

EXAMPLE 7.15. Let p be a prime, let K = (a, b) be an elementary abelian 
group of order p2, and let Q = (x) be a cyclic group of order p. Define 
B: Q --+ Aut(K) ~ GL(2, p) by 

Xi 1--+ [! ~l 
Thus, aX = ab and bX = b. The commutator aXa-1 is seen to be b. Therefore, 
G = K '40 Q is a group of order p3 with G = (a, b, x), and these generators 
satisfy relations 

aP = bP = x P = 1, b = [x, a], and [b, a] = 1 = [b, x]. 

If p is odd, then we have the nonabelian group of order p3 and exponent p; 
if p = 2, then G ~ DB (as the reader may check). In Example 7.8, we saw that 
DB ~ 7L4 '40 7L2; we have just seen here that DB ~ V '40 7L2. A group may thus 
have distinct factorizations into a semidirect product. 

EXAMPLE 7.16. Let p be an odd prime, let K = (a) be cyclic of order p2, and 
let Q = (x) be cyclic of order p. By Theorem 7.3, Aut(K) ~ 7Lp(P-l) ~ 7Lp- 1 X 

7Lp; indeed, by Theorem 6.9, the cyclic summand 7Lp = (a), where a(a) = a1+P. 
If one defines B: Q --+ Aut(K) by Ox = a, then the group G = K '40 Q has order 
p3, generators x, a, and relations x P = 1, aP2 = 1, and xax-1 = aX = a1+P. We 
have constructed the second nonabelian group of order p3 (see Exercise 4.32). 
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EXERCISES 

7.23. Show that the group Qn of generalized quaternions is not a semidirect product. 

7.24. If I GI = mn, where (m, n) = 1, and if K ::; G has order m, then a subgroup Q ::; G 
is a complement of K if and only if IQI = n. 

7.25. If k is a field, then GL(n, k) is a semidirect product of SL(n, k) by k', where 
k X = k - {o}. 

7.26. If M is the group of all motions of ~n, then M is a semidirect product of Tr(n, ~) 
by G(n, ~). 

7.27. If K and Q are solvable, then K >46 Q is also solvable. 

7.28. Show that K >46 Q is the direct product K x Q if and only if 8: Q -> Aut(K) is 
trivial (that is, 8x = 1 for all x E Q). 

7.29. If p and q are distinct primes, construct all semidirect products of Zp by Zq, and 
compare your results to Theorem 4.20. (The condition qfp - 1 in that theorem 
should now be more understandable.) 

Wreath Products 

Let D and Q be groups, let n be a finite Q-set, and let {D",: OJ E n} be a family 
of isomorphic copies of D indexed by n. 

Definition. Let D and Q be groups, let n be a finite Q-set, and let K = 
o",en D"" where D", ~ D for all OJ E n. Then the wreath product of D by Q, 
denoted by D l Q (or by D wr Q), is the semidirect product of K by Q, where 
Q acts on K by q' (d",) = (dq",) for q E Q and (d",) E o",en DQ)' The normal 
subgroup K of D l Q is called the base of the wreath product. 

The notation D l Q is deficient, for it does not display the Q-set n; perhaps 
one should write D In Q. 

If D is finite, then IKI = IDllnl; if Q is also finite, then ID l QI = IK )q QI = 
IKIIQI = IDllnlIQI. 

If A is a D-set, then A x n can be made into a (D l Q)-set. Given d E D and 
OJ E n, define a permutation d! of Ax n as follows: for each (A, OJ') E A x n, 
set 

d!(A, OJ') = {(dA, OJ') if OJ' = OJ, 
(A, OJ') if OJ' # OJ. 

It is easy to see that d!d~* = (dd')!, and so D!, defined by 

D! = {d!: dE D}, 

is a subgroup of SA x n; indeed, for each OJ, the map D ~ D!, given by d r--+ d!, 
is an isomorphism. 
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For each q E Q, define a permutation q* of A x n by 

q*(A., Wi) = (A., qw' ), 

and define 
Q* = {q*: q E Q}. 
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It is easy to see that Q* is a subgroup of SA x Q and that the map Q -+ Q*, given 
by q H q*, is an isomorphism. 

Theorem 7.24. Given groups D and Q, a finite Q-set n, and a D-set A, then the 
wreath product D 2 Q is isomorphic to the subgroup 

W = <Q*, D!: WEn) :::;; SAxQ, 

and hence A x n is a (D 2 Q)-set. 

Proof. We show first that K* = <UweQ D!) is the direct product TIweQ D!. 
It is easy to see that D! centralizes D!, for all Wi #- w, and so D! <J K* for 
every w. Each d! E D! fixes all ()., Wi) E A x n with Wi #- w, while each ele­
ment of < UW'#w D!,) fixes all (A., w) for all A. E A. It follows that if d! E 

D! 1\ < UW'#w D!,), then d! = 1. 
If q E Q and WEn, then a routine computation gives 

q*d*q*-l = d* w qw 

for each WEn. Hence q* K*q*-l :::;; K* for each q E Q, so that K* <J W 
(because W = <K*, Q*»); it follows that W = K*Q*, To see that W is a 
semidirect product of K* by Q*, it suffices to show that K* 1\ Q* = 1. Now 
d!(A., Wi) = (dA., Wi) or (A., Wi); in either case, d! fixes the second coordinate, If 
q* E Q*, then q*(A., Wi) = (A., qw') and q* fixes the first coordinate. Therefore, 
any g E K* 1\ Q* fixes every (A., Wi) and hence is the identity. 

It is now a simple matter to check that the map D 2 Q -+ W, given by 
(dw)q H (d! )q*, is an isomorphism. • 

Call the subgroup Waf SAXQ the permutation version of D 2 Q; when we 
wish to view D 2 Q acting on A x n, then we will think of it as W 

Theorem 7.25. Let D and Q be groups, let n be a finite Q-set, let A be aD-set, 
and let W :::;; SA x Q be the permutation version of D 2 Q. 

(i) If n is a transitive Q-set and A is a transitive D-set, then A x n is a 
transitive (D 2 Q)-set. 

(ii) If WEn, then its stabilizer Qw acts on n - {w}. If (A., w) E A x nand 
D(A.) :::;; D is the stabilizer of A., then the stabilizer W(",w) of (A., w) is isomor­
phic to D(A.) x (D 2 Qw), and [W: W(",W)J = [D : D(A.)] [Q : Qw], 

Proof. (i) Let (A., w), (X, Wi) E A x n. Since D acts transitively, there is dE D 
with dA. = X; since Q acts transitively, there is q E Q with qw = Wi. The reader 
may now check that q*d!(A., w) = (X, Wi), 
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(ii) Each element of W has the form (d!)q*, and (d!)q*(A, w) = 
(0"" dl d!, )(A, qw) = d:",(A, qw) = (dq",A, qw). It follows that (d!)q* fixes 
(A, w) if and only if q fixes wand d", fixes A. Let D!(A) = {d!: d E D(A)}. Now 
D!(A) is disjoint from <0"";<,,, D!" Q!) and centralizes it: if q* E Q!, then 
q*d!q*-l = d:", = d!); hence 

U(A,,,,) = / D!(A), 0 D!" Q!) 
\ m'#OJ 

= D!(A) x / 0 D!" Q!) 
\ro';fco 

~ D(A) x (D ~ Q",). 

It follows that I U(A,,,,) I = ID(A)IIDIIQI-1IQ",1 and 

[W: U(A,,,,)J = IDI1Q1IQIIID(A)IIDIIQI-1IQ",1 = [D: D(A)] [Q: Q",J. • 

Theorem 7.26. Wreath product is associative: if both Q and A are finite, if T 
is a group, and if A is a T-set, then T ~ (D ~ Q) ~ (T ~ D) ~ Q. 

Proof. The permutation versions of both T ~ (D ~ Q) and (T ~ D) ~ Q are sub­
groups of Sa x A x Q; we claim that they coincide. The group T ~ (D ~ Q) is gener­
ated by all t('A,CO) (for t E T and (A, w) E A x Q) and all f* (for fED ~ Q). Note 
that t('A,,,,): (<5', X, w') ~ (t<5', X, w') if (X, w') = (A, w), and fixes it otherwise; 
also, f*: (<5', X, w') ~ (<5', f(X, w')). Specializing f* to d! and to q*,we see 
that T ~ (D ~ Q) is generated by all ttA,,,,), d!, and q**, where d!: (<5', X, w') ~ 
(<5', dX, w') if w' = w, and fixes it otherwise, and q**: (<5', X, w') ~ (<5', X, qw'). 

A similar analysis of (T ~ D) ~ Q shows that it is generated by all q**, d!, 
and (t)J!, where (t A)!: «5', X, w') ~ (t<5', A', w') if w' = wand A' = A, and fixes 
it otherwise. Since (t A)! = t('A,,,,), the two wreath products coincide. • 

The best way to understand wreath products is by considering graphs. 

Definition. A graph r is a nonempty set V, called vertices, together with an 
adjacency relation on V, denoted by v'" u, that is symmetric (v '" u implies 
u '" v for all u, v E V) and irreflexive (v + v for all v E V). 

One can draw pictures of finite graphs; regard the vertices as points and 
join each adjacent pair of vertices with a line segment or edge. Notice that 
our graphs are nondirected; that is, one can traverse an edge in either direc­
tion; moreover, there are no "loops"; every edge has two distinct endpoints. 
An automorphism of a graph r with vertices V is a bijection q>: V --t V such 
that u, v E V are adjacent if and only if q>(u) and <p(v) are adjacent. It is plain 
that the set of all automorphisms of a graph r, denoted by Aut(r), is a group 
under composition. 

For example, consider the following graph r: 



Wreath Products 175 

Figure 7.1 

If qJ E Aut(r), then qJ fixes vertex 0 (it is the only vertex adjacent to 5 vertices), 
qJ permutes the "inner ring" 0 = {l, 2,3,4, 5}, and, for each i, either qJ(ai) = 

a",i and qJ(b;) = b",; or qJ(ai) = b",; and qJ(bi) = a",;. It is now easy to see that 
I Aut(r) I = 25 X 5!. Regard S5 as acting on 0 and regard S2 as acting on 
A = {a, b}. Identify the outer ring of all vertices {a;, bi: i E O} with A x 0 by 
writing a; as (a, i) and b; as (b, i). If q E S5, then q permutes the inner ring: 
q*(a;) = aq; and q*(b;) = bq;; that is, q*(a, i) = (a, qi) and q*(b, i) = (b, qi). If 
dE S2 and i E 0, then dt(a, i) = (da, i), dt(b, i) = (db, i), while dt fixes (a,j) 
and (b,j) forj ¥= i. For example, if d interchanges a and b, then dt(a;) = bi and 
dt(b;) = a;, while dt fixes aj and bj for allj ¥= i. Thus, both q* and dt corre­
spond to automorphisms of r. In Exercise 7.30 below, you will show that 
Aut(r) ~ S2 2 Ss. 

A special case of the wreath product construction has 0 = Q regarded as a 
Q-set acting on itself by left multiplication. In this case, we write W = D 2, Q, 
and we call W the regular wreath product. Thus, the base is the direct product 
of IQI copies of D, indexed by the elements of Q, and q E Q sends a IQI-tuple 
(dx ) E nxeQ Dx into (dqx )· Note that ID 2,QI = IDIIQIIQI. It is easy to see that 
the formation of regular wreath products is not associative when all groups 
are finite, for IT 2, (D 2, Q)I ¥= I(T 2, D) 2, QI. 

If 0 is an infinite set and {D",: W E O} is a family of groups, then there are 
two direct product constructions. The first, sometimes called the complete 
direct product, consists of all "vectors" (d",) in the cartesian product nwen Dw 
with "coordinatewise" multiplication: (d",)(d~) = (d",d~). The second, called 
the restricted direct product, is the subgroup of the first consisting of all those 
(dm ) with only finitely many coordinates d", ¥= 1. Both versions coincide when 
the index set 0 is finite. The wreath product using the complete direct prod­
uct is called the complete wreath product; the wreath product using the re­
stricted direct product is called the restricted wreath product. We shall see 
a use for the complete wreath product at the end of the next section. The 
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first example of a (necessarily infinite) centerless p-group was given by D.H. 
McLain (1954); it is a restricted wreath product of a group of prime order p 
by Z(pOO) (the latter group is discussed in Chapter 10; it is the multiplicative 
group of all pth power roots of unity). McLain's example is thus a p-group 
that is not nilpotent. 

What is the order of a Sylow p-subgroup of the symmetric group Sm? If 
k :::;; m are positive integers, define t = [m/k], the greatest integer in m/k. Thus, 
k, 2k, ... , tk :::;; m, while (t + l)k > m, so that t is the number of integers i :::;; m 
which are divisible by k; that is, [m/k] is the number of displayed factors of 
m! = 2 x 3 x ... x m which are divisible by k. If p is prime, what is the 
largest power It of p dividing m!? By our initial remark, [m/ p] displayed 
factors of m! are divisible by p, [m/p2] displayed factors are divisible by p2, 
etc. Hence, if m! = pPm', where (m', p) = 1, then 

Il = [m/p] + [m/p2] + [m/p3] + .... 
For example, if p = 2, then [m/2] is the number of even integers:::;; m, [m/4] 
is the number of multiples of 4 :::;; m, and so forth. (Notice, for example, that 
8 = 23 is counted three times by the formula for Il.) In particular, if m = pn, 
then the largest power of p dividing pn! is 

Il = Il(n) = pn-l + pn-2 + ... + P + 1, 

and so the order of a Sylow p-subgroup of the symmetric group Spn is p/J(n). 

Theorem 7.27 (Kaloujnine, 1948). If P is a prime, then a Sylow p-subgroup of 
Spn is an iterated regular wreath product w" = Zp lr Zp lr' .. lr Zp of n copies of 
ZP' where w,,+l = w" lrZp. 

Proof. The proof is by induction on n, the case n = 1 holding because a Sylow 
p-subgroup of Sp has order p. Assume that n > 1. Let A be a set with pn 
elements and let D be a Sylow p-subgroup of SA; thus, A is a D-set. Let 
o = {O, 1, ... , p - 1}, and let Q = (q) be a cyclic group of order p acting on 
o by qi = i + 1 mod p. The permutation version of the wreath product P = 
D lrZp is a subgroup of SAxn; of course, IA x 01 = pn+l. By induction, D is a 
wreath product of n copies of ZP' and so P is a wreath product of n + 1 copies 
of Zp. To see that P is a Sylow p-subgroup, it suffices to see that its order is 
p/J(n+1), where Il(n + 1) = pn + pn-l + ... + p + 1. Now IDI = p/J(n), so that 
IFI = ID lrZpl = (p/J(n»)pp = pp/J(n)+l = p/J(n+l). • 

Theorem 7.27 may be used to compute the Sylow p-subgroup of Sm for any 
m (not necessarily a power of p). First write m in base p: 

m = ao + alP + a2p2 + ... atpt, where 0:::;; aj :::;; p - 1. 

Partition X = {1, 2, ... , m} into ao singletons, al p-subsets, a2 p2-subsets, ... , 
and at pt-subsets. On each of these pi-subsets Y, construct a Sylow p-sub­
group of Sf' Since disjoint permutations commute, the direct product of all 
these Sylow subgroups is a subgroup of Sx of order pN, where N = al + 
a21l(2) + ... + atll(t) (recall that Il(i) = pi-l + pi-2 + ... + P + 1). But pN is 
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the highest power of P dividing m!, for 

m = ao + alP + azp2 + '" + atpt, 
and so 

[m/p] + [m/pZ] + [m/p3] + ... = (a l + azp + a3P2 + ... + atpt-I) 

+ (a 2 + a3P + a4pZ + .,. + atpt-2) 

+ (a3 + a4P + ... + atpt-3) + ... 
= a l + a2(p + 1) + a3(pZ + p + 1) + ... 
= al + a2J.l(2) + ... + atJ.l(t) = N. 

Thus, the direct product has the right order, and so it must be a Sylow 
p-subgroup of Sx ~ Sm. 

For example, let us compute a Sylow 2-subgroup of S6 (this has been done 
by hand in Exercise 4.15 (ii)). In base 2, we have 6 = 0 x 1 + 1 x 2 + 1 x 4. 
A Sylow 2-subgroup of S2 is £:2; a Sylow 2-subgroup of S4 is £:22 £:2' We 
conclude that a Sylow 2-subgroup P of S6 is £:2 X (£:22 £:2)' By Exercise 7.31 
below, £:z 2 £:2 ~ Ds, so that P ~ £:z X Ds· 

EXERCISES 

7.30. Prove that Aut(f') ~ S2 I S5' where r is the graph in Figure 7.1. (Hint. Every 
qJ E Aut(f') is completely determined by its behavior on the outer ring consisting 
of all vertices of the form a; or b;.) 

7.31. Prove that Z2 I Z2 ~ Ds. (Hint. Z2 I Z2 has several involutions.) 

7.32. If both D and Q are solvable, then D I Q is solvable. 

7.33. Definition. Let D be a (multiplicative) group. A monomial matrix II over D is a 
permutation matrix P whose nonzero entries have been replaced by elements of 
D; we say that P is the support of /.1. If Q is a group of n x n permutation 
matrices, then 

M(D, Q) = {all monomial matrices J.l over D with support in Q}. 

(i) Prove that M(D, Q) is a group under matrix multiplication. 
(ii) Prove that the subgroup Q ~ M(1, Q) ~ M(D, Q). 

(iii) Prove that the diagonal M(D, 1) is isomorphic to the direct product 
D x .. , x D (n times). 

(iv) Prove that M(D, 1) <l M(D, Q) and that M(D, Q) is a semidirect product of 
M(D, 1) by M(I, Q). 

(v) Prove that M(D, Q) ~ D I Q. (This is not the most general wreath product, 
however [though it does describe regular wreath products], for n = 

{I, 2, ... , n} is a faithful Q-set here.) 

7.34. (i) Fix a group Q and a finite Q-set Q. For all groups D and A and all homomor­
phismsf: D -+ A, there is a homomorphism M(f): M(D, Q) -+ M(A, Q) such 
that M(1D ) = I M (D.Q) and, whenever g: A -+ B, then M(gf) = M(g)M(f). 
(Hint. Just replace every nonzero entry x of a monomial matrix over D by 
f(x).) (In categorical language, this exercise shows that wreath product is a 
functor.) 
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(ii) If D is abelian, show that determinant d: M(D, Q) --> D is a (well defined) 
homomorphism. 

7.35. If (a, x) E D I Q (so that a E K = f1 Dro), then 

7.36. Let X = Bl U'" U Bm be a partition of a set X in which each Bi has k elements. 

If 
G = {g E Sx: for each i, there is j with g(Bi) = Bj }, 

then G ~ Sk I Sm· 

Factor Sets 

Since there are nonsimple groups that are not semidirect products, our sur­
vey of extensions is still incomplete. Notice the kind of survey we already 
have: if we know Q, K, and 8, then we know the semidirect product K ~ 8 Q 
in the sense that we can write a multiplication table for it (its elements are 
ordered pairs and we know how to multiply any two of them). 

In discussing general extensions G of K by Q, it is convenient to use the 
additive notation for G and its subgroup K (this is one of the rare instances 
in which one uses additive notation for a nonabelian group). For example, if 
k E K and 9 E G, we shall write the conjugate of k by 9 as 9 + k - g. 

Definition. If K ;5; G, then a (right) transversal of Kin G (or a complete set of 
right coset representatives) is a subset T of G consisting of one element from 
each right coset of K in G. 

If T is a right transversal, then G is the disjoint union G = Ute T K + t. 
Thus, every element 9 E G has a unique factorization 9 = k + t for k E K and 
t E T. There is a similar definition of left transversal; of course, these two 
notions coincide when K is normal. 

If G is a semidirect product and Q is a complement of K, then Q is a 
transversal of K in G. 

Definition. If n: G -+ Q is surjective, then a lifting of x E Q is an element 
I(x) E G with n(l(x» = x. 

If one chooses a lifting I(x) for each x E Q, then the set of all such is a 
transversal of ker n. In this case, the function I: Q -+ G is also called a right 
transversal (thus, both 1 and its image I(Q) are called right transversals). 

Theorem 7.28. Let G be an extension of K by Q, and let I: Q -+ G be a transver­
sal. 

If K is abelian, then there is a homomorphism 8: Q -+ Aut(K) with 

8x(a) = I(x) + a - I(x) 
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for every a E K. Moreover, if ' 1: Q -+ G is another transversal, then 
l(x) + a - l(x) = '1(x) + a - l1(X) for all a E K and x E Q. 

Proof. Since K <J G, the restriction YglK is an automorphism of K for all 
9 E G, where Yg is conjugation by g. The function Jl: G -+ Aut(K), given by 
9 1-+ YgIK, is easily seen to be a homomorphism; moreover, K :s; ker Jl, for K 
being abelian implies that each conjugation by a E K is the identity. There­
fore, Jl induces a homomorphismJl#: G/K -t Aut(K), namely, K + gf--'>Jl(g). 

The first isomorphism theorem says more than Q ~ G/K; it gives an ex­
plicit isomorphism A.: Q -+ G/K: if I: Q -+ G is a transversal, then A(X) = K + 
l(x). If 11: Q -+ G is another transversal, then l(x) - 11 (x) E K, so that K + l(x) 
= K + l1(X) for every x E Q. It follows that A does not depend on the choice 
of transversal. Let 0: Q -+ Aut(K) be the composite: 0 = Jl# A. If x E Q, then 
Ox = Jl#A(X) = Jl#(K + l(x)) = Jl(l(x» E Aut(K); therefore, if a E K, 

0x(a) = Jl(l(x»)(a) = l(x) + a - l(x) 

does not depend on the choice of lifting l(x). • 

There is a version of Theorem 7.28 that provides a homomorphism 0 when 
K is not assumed to be abelian (in this case, 0: Q -+ Aut(K)/Inn(K)), but this 
more general situation is rather complicated. Thus, we shall assume that K is 
abelian for the rest of this chapter. 

A homomorphism 0: Q -+ Aut(K) makes K into a Q-set, where the action 
is given by xa = 0x(a). (For semidirect products, we denoted OAa) by aX; since 
we are now writing K additively, however, the notation xa is more appropri­
ate.) The following formulas are valid for all x, y, 1 E Q and a, b E K: 

x(a + b) = xa + xb, 

(xy)a = x(ya), 

la = a. 

Definition. Call an ordered triple (Q, K, 0) data if K is an abelian group, Q is 
a group, and 0: Q -+ Aut(K) is a homomorphism. We say that a group G 
realizes this data if G is an extension of K by Q and, for every transversal 
l: Q -+ G, 

xa = 0Aa) = [(x) + a - [(x) 

for all x E Q and a E K. 

Using these terms, Theorem 7.28 says that when K is abelian, every exten­
sion G of K by Q determines a homomorphism 0: Q -+ Aut(K), and G realizes 
the data. The intuitive meaning of 0 is that it describes how K is a normal 
subgroup of G. For example, if the abelian group K is a subgroup of the 
center Z(G), then 0 is the trivial homomorphism with Ox = 1 for all x E Q (for 
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then a = xa = lex) + a -lex), and a commutes with all lex), hence with all 
g = b + I(x) for b E K). The extension problem is now posed more precisely 
as follows: find all the extensions G which realize given data (Q, K, 0). Our 
aim is to write a multiplication table (rather, an addition table!) for all such G. 

Let n: G -+ Q be a surjective homomorphism with kernel K, and choose a 
transversal I: Q -+ G with 1(1) = 0. Once this transversal has been chosen, 
every element g E G has a unique expression of the form 

g = a + I(x), a E K, x E Q, 

(after all, I(x) is a representative of a coset of K in G, and G is the disjoint 
union of these cosets). There is a formula: for all x, y E Q, 

(1) I(x) + I(y) = f(x, y) + l(xy) for some f(x, y) E K, 

because both I(x) + I(y) and l(xy) represent the same coset of K. 

Definition. If n: G -+ Q is a surjective homomorphism with kernel K, and if 
I: Q -+ G is a transversal with 1(1) = 0, then the function f: Q x Q -+ K, de­
fined by (1) above, is called a/actor set (or cocycle). (Of course, the factor set 
f depends on the transversal I.) 

Consider the special case of a semidirect product G. Theorem 7.23 shows 
that G ~ K )<Ie Q, so that we may assume that G consists of all ordered pairs 
(a, x) E K x Q and that multiplication is given by 

(a, x)(b, y) = (ab", xy). 

In additive notation, this becomes 

(a, x) + (b, y) = (a + xb, xy). 

If I: Q -+ G is the transversal defined by I(x) = (0, x), then I is a homomor­
phism-l(xy) = l(x) + l(y)-and so the factor set determined by this I is identi­
cally zero. Thus, one may think of a factor set as a "measure" of G's deviation 
from being a semidirect product, for it describes the obstruction to the trans­
versall being a homomorphism. 

Theorem 7.29. Let n: G -+ Q be a surjective homomorphism with kernel K, let 
I: Q -+ G be a transversal with 1(1) = 0, and let f: Q x Q -+ K be the corre­
sponding factor set. Then: 

(i) for all x, y E Q, 
f(1, y) = ° = f(x, 1); 

(ii) the cocycle identity holds for every x, y, Z E Q: 

f(x, y) + f(xy, z) = xf(y, z) + f(x, yz). 
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Proof. The definition of f gives I(x) + I(y) = f(x, y) + I(xy). In particular, 
1(1) + l(y) = f(1, y) + l(y); since we are assuming that 1(1) = 0, we have 
f(1, y) = O. A similar calculation shows that f(x, 1) = O. The cocycle identity 
follows from associativity: 

[l(x) + l(y)] + l(z) = f(x,y) + l(xy) + l(z) 

= f(x,y) + f(xy, z) + l(xyz). 
on the other hand, 

l(x) + [l(y) + l(z)] = l(x) + f(y, z) + l(yz) 

= xf(y, z) + l(x) + l(yz) 

= xf(y,z) + f(x, yz) + l(xyz). 
The cocycle identity follows. • 

A more interesting result is that the converse of Theorem 7.29 is true when 
K is abelian. 

Theorem 7.30. Given data (Q, K, 8), a function f: Q x Q --+ K is a factor set if 
and only if it satisfies the cocycle identity 

xf(y, z) - f(xy, z) + f(x, yz) - f(x, y) = 0 

as well as f(1, y) = 0 = f(x, 1) for all x, y, z E Q. More precisely, there is an 
extension G realizing the data and a transversal I: Q --+ G such that f is the 
corresponding factor set. 

Proof. Necessity is Theorem 7.29. To prove sufficiency, let G be the set of all 
ordered pairs (a, x) E K x Q equipped with the operation 

(a, x) + (b, y) = (a + xb + f(x, y), xy) 

(note that if f is identically 0, then this is the semidirect product K >48 Q). 
The proof that G is a group is similar to the proof of Theorem 7.22. The 

cocycle identity is needed to prove associativity; the identity is (0, 1); inverses 
are given by 

Define n: G --+ Q by (a, x) H X. It is easy to see that n is a surjective homo­
morphism with kernel {(a, 1): k E K}. If we identify K with ker n via a H 

(a, 1), then K <l G and G is an extension of K by Q. 
Does G realize the data? We must show, for every transversal I: Q --+ G, 

that xa = l(x) + a - I(x) for all x E Q and a E K. Now we must have I(x) ;= 
(b, x) for some b E K. Therefore, 

I(x) + a - l(x) = (b, x) + (a, 1) - (b, x) 

= (b + xa, x) + (-x-1b - x-1f(x, X-I), X-I) 

= (b + xa + x[ -x-1b - x-1f(x, X-I)] + f(x, X-I), 1). 
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Since K is abelian, the last term simplifies to (xa, 1). As any element of K, we 
identify xa with (xa, 1), and so G does realize the data. 

Finally, define a transversal I: Q -+ K by I(x) = (0, x) for all x E Q. The 
factor set F corresponding to this transversal satisfies F(x, y) = I(x) + I(y) -
I(xy). But a straightforward calculation shows that F(x, y) = (f(x, y), 1), and 
so f is a factor set, as desired. • 

Notation. Denote the extension G constructed in the proof of Theorem 7.30 
by G f; it realizes (Q, K, (J) and it has f as a factor set (arising from the 
transversall(x) = (0, x)). 

Definition. Z2(Q, K, (J) is the set of all factor sets f: Q x Q -+ K. 

Theorem 7.30 shows that Z2(Q, K, (J) is an abelian group under pointwise 
addition: f + g: (x, y) ~ f(x, y) + g(x, y). Iff and g are factor sets, then so is 
f + g (for f + g also satisfies the cocycle identity and vanishes on (1, y) and 
(x, 1)). If Gf and Gg are the extensions constructed from them, then Gf +g is 
also an extension; it follows that there is an abelian group structure on the 
family of all extensions realizing the data (Q, K, (J) whose identity element is 
the semidirect product (which is Go)! This group of all extensions is extrava­
gantly large, however, because the same extension occurs many times. After 
all, take a fixed extension G realizing the data, and choose two different 
transversals, say, I and I'. Each transversal gives a factor set: 

I(x) + I(y) = f(x, y) + I(xy), 

I'(x) + I' (y) = f'(x, y) + l'(xy). 

Now the factor sets f and I' are distinct, but both of them have arisen from 
the same extension. 

Lemma 7.31. Let G be an extension realizing (Q, K, fJ), and let I and l' be 
transversals with 1(1) = 0 = 1'(1) giving rise to factor sets f and 1', respectively. 
Then there is a function h: Q -+ K with h(l) = 0 such that 

f'(x, y) - f(x, y) = xh(y) - h(xy) + h(x) 

for all x, y E Q. 

Proof. For each x E Q, both I(x) and I'(x) are representatives of the same coset 
of K in G; there is thus an element h(x) E K with 

I'(x) = h(x) + I(x). 

Since 1'(1) = 0 = 1(1), we have h(l) = O. The main formula is derived as 
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follows. 

l'(x) + l'(y) = [h(x) + l(x)] + [h(y) + l(y)] 

= h(x) + xh(y) + l(x) + l(y) (G realizes the data) 

= h(x) + xh(y) + f(x, y) + l(xy) 

= h(x) + xh(y) + f(x, y) - h(xy) + l'(xy). 
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Therefore, 1'(x, y) = h(x) + xh(y) + f(x, y) - h(xy). The desired formula fol­
lows because each term lies in the abelian group K. • 

Definition. Given data (Q, K, 0), a coboundary is a function g: Q x Q -+ K for 
which there exists h: Q -+ K with h(1) = 0 such that 

g(x, y) = xh(y) - h(xy) + h(x). 

The set of all coboundaries is denoted by B2(Q, K, 0). 

It is easy to check that B2(Q, K, 0) is a subgroup of Z2(Q, K, 0); that is, 
every co boundary g satisfies the cocycle identity and g(x, 1) = 0 = g(l, x) for 
all x E Q. Moreover, Lemma 7.31 says that factor sets f and l' arising from 
different transversals of the same extension satisfy l' - f E B2(Q, K, 0); that 
is, they lie in the same coset of B2(Q, K, 0) in Z2(Q, K, tJ). We have been led 
to the following group and equivalence relation. 

Definition. Given data (Q, K, 0), then 

H2(Q, K, 0) = Z2(Q, K, O)/B2(Q, K, tJ); 

it is called the second cohomology group of the data. 

Definition. Two extensions G and G' realizing data (Q, K, 0) are equivalent if 
there are factor sets f of G and l' of G' with l' - f E B2(Q, K, 0); that is, the 
factor sets determine the same element of H2(Q, K, 0). 

Here is a characterization of equivalence in terms of the extensions. 
A diagram of groups and homomorphisms commutes if, for each ordered 

pair of groups G and H in the diagram, all composites of arrows from G to H 
are equal. For example, 

g 

commutes if and only if h = gf. 
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Theorem 7.32. Two extensions G and G' realizing data (Q, K, 0) are equivalent 
if and only if there exists an isomorphism y making the following diagram 

commute: 
G 

0--+ 
/l~ 

K 11' Q --+ 1, 

~l/ 
G' 

where i and i' are injective, nand n' are surjective, im i = ker n, and im i' = 

ker n'. 

Remark. A homomorphism y making the diagram commute is necessarily an 
isomorphism. 

Proof. Assume that G and G' are equivalent. There are thus factor sets f, 
f': Q x Q ..... K, arising from liftings I, I', respectively, and a function 
h: Q ..... K with h(l) = 0 such that 

(2) f'(x, y) - f(x, y) = xh(y) - h(xy) + h(x) 

for all x, y E Q. Each element of G has a unique expression of the form 
a + I(x), where a E K and x E Q, and addition is given by 

[a + I(x)] + [b + I(y)] = a + xb + f(x, y) + I(xy); 

there is a similar description of addition in G'. Define y: G ..... G' by 

y(a + I(x)) = a + h(x) + I'(x). 

Since 1(1) = 0, we have y(a) = y(a + 1(1)) = a + h(l) + 1'(1) = a, for all a E K, 
because h(l) = 0; that is, y fixes K pointwise. Also, x = n(a + I(x)), while 
n'y(a + I(x)) = n'(a + h(x) + I'(x)) = n'(l'(x)) = x. We have shown that the 
diagram commutes. It remains to show that y is a homomorphism. Now 

y([a + I(x)] + [b + I(y)]) = y(a + xb + f(x, y) + I(xy)) 

= a + xb + f(x, y) + h(xy) + I'(xy), 

while 

y(a + I(x)) + y(b + I(y)) = [a + h(x) + I'(x)] + [b + h(y) + I'(y)] 

= a + h(x) + xb + xh(y) + f'(x, y) + I'(xy). 

The element I'(xy) is common to both expressions, and (2) shows that the 
remaining elements of the abelian group K are equal; thus, y is a homomor­
phism. 

Conversely, assume that there exists an homomorphism y as in the state­
ment. Commutativity of the diagram gives y(a) = a for all a E K. Moreover, 
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if x E Q, then x = n(l(x» = n'y(l(x»; that is, yl: Q -+ G' is a lifting. Applying y 
to the equation l(x) + l(y) = f(x, y) + l(xy) shows that yf is the factor set 
determined by the lifting yl. But yf(x, y) = f(x, y) for all x, y E Q, because 
f(x, y) E K. Therefore yf = f; that is, f is a factor set of G'. But f' is also 
a factor set of G' (arising from another lifting), and so Lemma 7.31 gives 
f' - f E B2; that is, G and G' are equivalent. • 

Definition. If G is an extension of K by Q, then y E Aut(G) stabilizes the 
extension if the diagram in Theorem 7.32 (with G' replaced by G) commutes. 
The group A of all such y is called the stabilizer of the extension. 

Theorem 7.33. If K and Q are (not necessarily abelian) groups and G is an 
extension of K by Q, then the stabilizer A of the extension is abelian. 

Proof. We give two proofs. 
(i) If YEA, then the hypothesis that y makes the diagram commute is 

precisely the statement that y stabilizes the series G > K > 1. It follows from 
Theorem 7.19 that the group A of all such y is nilpotent of class ~ 1; that is, 
A is abelian. 

(ii) Here is a proof without Theorem 7.19. We first show that if qJ E A and 
9 E G, then gqJ(gr1 E K. Let T be a transversal of K in G, and write 9 = at 
for a E K and t E T. By hypothesis, qJ(g) = a't for some a' E K, and gqJ(gfl = 
aW1a,-1 = aa,-l E K. Next, we show that gqJ(gfl E Z(K). If bE K, then 

[gqJ(gft. b] == gqJ(g)-lbqJ(g)g-lb-1 

= gqJ(gf1qJ(b)qJ(g)g-lb-1 (qJ(b) = b since bE K) 

= gqJ(g-lbg)g-lb-1 

= g(g-lbg)g-lb-1 

=1. 

(gbg-1 E K) 

The map E>: A -+ ngeG Zg (where Zg ~ Z(K) for all 9 E G) defined by E>: qJ ~ 
(g-lqJ(g», has kernel {qJ E A: g-lqJ(g) = 1 for all 9 E G}. Thus, qJ E ker E> If 
and only if qJ(g) = 9 for all 9 E G; that is, qJ = 1G • Therefore, A is imbedded 
in the abelian group n Zg, and hence A is abelian. • 

The next theorem summarizes the results of this section. 

Theorem 7.34 (Schreier, 1926). There is a bijection from H2(Q, K, 0) to the set 
E of all equivalence classes of extensions realizing data (Q, K, 0) taking the 
identity 0 to the class of the semidirect product. 

Proof. Denote the equivalence class of an extension G realizing the data 
(Q, K, 0) by [GJ. Define qJ: H 2(Q, K, 0) -+ E by qJ(f + B2 (Q, K, 0» = [Gf ], 

where Gf is the extension constructed in Theorem 7.30 from a factor set f· 
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First, cp is well defined, for if f and g are factor sets with f + B2 = g + B2, then 
f - g E B2, Gf and Gg are equivalent, and [Gf ] = [Gg]. Conversely, cp is 
an injection: if cp(f + B2) = <p(g + B2), then [Gf ] = [Gg], f - g EB2, and 
f + B2 = g + B2. Now cp is a surjection: if [G] E E and f is a factor set 
(arising from some choice of transversal), then [G] = [Gf ] and [G] = 
cp(f + B2). The last part of the theorem follows from Exercise 7.39(ii) below: 
an extension is a semidirect product if and only if it has a factor set in B2. • 

By Exercise 1.44, there is a unique group structure on E making cp an 
isomorphism, namely, [Gf ] + [Gg] = [Gf +g ]. 

Corollary 7.35. H2(Q, K, lJ) = 0 if and only if every extension G realizing data 
(Q, K, lJ) is a semidirect product. 

Definition. If both Q and K are abelian and lJ: Q -+ Aut(K) is trivial, then 
Ext(Q, K) is the set of all equivalence classes of abelian extensions G of K 
byQ. 

Corollary 7.36. If both Q and K are abelian and lJ: Q -+ Aut(K) is trivial, then 
Ext(Q, K) ::;; H2(Q, K, lJ). 

Proof. If f: Q x Q -+ K is a factor set, then the corresponding extension G f is 
abelian if and only if f(x, y) = f(y, x) for all x, y E Q: since lJ is trivial, 

(a, x) + (b, y) = (a + b + f(x, y), xy) 

= (a + b + f(y, x), xy) 

= (b + a + f(y, x), yx) 

= (b, y) + (a, x). 

It is easy to see that the set 82 (Q, K, lJ) of all such "symmetric" factor sets 
forms a subgroup of Z2(Q, K, lJ), and 

Ext(Q, K) = (Z2 n 82)j(B2 n 82 ) 

~ [(Z2 n 82 ) + B2]jB2 ::;; H2(Q, K, lJ). • 

The groups H2(Q, K, lJ) and Ext(Q, K) (when Q is abelian and lJ is trivial) 
are studied and computed in Homological Algebra and, in particular, in 
Cohomology of Groups. 

Here is an interesting use of the co cycle identity. Given a Q-set n, the 
wreath product D l Q is the semidirect product K >4 Q, where K = Owen Dw 
and q E Q acts on (dw) E Owen Dw by q(dw) = (dqw). Now a formal description 
of the elements of the base K = Owen Dw is as functions 0": n -+ D; that is, 0" 

is the Inl-tuple whose roth coordinate is O"(ro); the multiplication in K is 
(O".)(ro) = O"(ro).(ro): the product of the roth coordinate of 0" with the roth 
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coordinate of r. Now the action of Q on K is given by rq(w) = r(qw) for q E Q 
and w E Q. It follows that the wth coordinate of r q is the q-Iwth coordinate 
ofr. Thus, 

(O"rq)(w) = O"(w)r(q-Iw), 

and multiplication in the wreath product is 

(0", q)(r, q') = (O"r q, qq'). 

Theorem 7.37 (Kaloujnine and Krasner, 1951). If D and Q are groups with Q 
finite, then the regular wreath product D lr Q contains an isomorphic copy of 
every extension of D by Q. 

Remark. The group D may not be abelian. 

Proof. If G is an extension of D by Q, then there is a surjective homomor­
phism G ---+ Q with kernel D, which we denote by a ~ a. Choose a transversal 
I: Q ---+ G. 

For a E G, define O"a: Q ---+ D by 

O"a{x) = l{xfIal{a-lx). 

If a, bEG, then 

O"a(x)O":(x) = O"a(X)O"b(a-IX) 

= I(x)-Ial(a- I x)l(a-I xf1bl(b-1a-1 x) 

= l(x)-lbl((abf 1x) = O"ab(X). 

Define cp: G ---+ D lr Q by 

cp{a) = (O"a, a) 

for every a E G. We see that cp is a homomorphism, for 

cp(a)cp(b) = (O"a, a)(O"b' b) 

= (O"aO":, ab) 

= (O"ab' ab). 

Finally, cp is injective. If a E ker cp, then a = 1 and O"a(x) = 1 for all x E Q. The 
first equation gives a E D; the second equation gives O"a{x) = 1{xf1al{a-1x) = 

1 for every x E Q. Since a-I = 1, we have 1(xf1al{x) = 1, and so a = 1. • 

Remark. Here is a way to view the proof just given. The lifting 1 determines 
a factor set f: Q x Q ---+ D (which determines the extension G to isomor­
phism). For each a E G, fixing one variable gives a function fa = f{ ,a): Q ---+ 

D, namely,fAx) = l(x)l(a)l(xa)-l. Since l(a) is almost a, we see that O"a is just 
a variation of fa. 

Corollary 7.38. If C€ is a class of finite groups closed under subgroups and 
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semidirect products (i.e., if A E re and S ::::;; A, then SEre; if A, B E re, then 
A )cle B E re for all 8), then re is closed under extensions. 

Proof. Assume that G is an extension of D by Q, where both D, Q E re. Since 
re is closed under semidirect products, it is closed under finite direct products; 
hence, flWEfl Dw E rc. Since re is closed under semi direct products, the wreath 
product D 2rQ = (flWEfl Dw) )cl Q E re; since re is closed under subgroups, the 
theorem gives G E re. _ 

One may remove the finiteness hypothesis from Theorem 7.37 by using the 

complete wreath product. 

EXERCISES 

7.37. If H is a subgroup of a group G and if U is a right transversal of H in G, then 
U-1 = {u- 1 : U E U} is a left transversal of H in G. Conclude, for H <I G, that 
both U and U-1 are transversals of H in G. 

7.38. Prove that an extension G of K by Q is a semidirect product if and only if there 
is a transversall: Q ...... G that is a homomorphism. 

7.39. (i) Prove that any two semidirect products realizing data (Q, K, 8) are equiva­
lent. 

(ii) Prove that an extension G realizing data (Q, K, 8) is a semidirect product if 
and only if it has a factor set f E B2. 

7.40. Let p be an odd prime. Give an example of two extensions G and G' realizing 
(K, Q, 8) = (Zp, Zp, 8) with G ~ G' but with G and G' not equivalent. (Hint. Let 
K = (a) be cyclic of order p, and let G = (g) and G' = (h) be cyclic of order 
p2. Define i: K ...... G by i(a) = pg, and define i': K ...... G' by i'(a) = 2ph. Show that 
there is no isomorphism y: G ...... G' making the diagram commute.) 

Remark. It is plain that IH2(K, Q, 8)1 is an upper bound for the number of 
nonisomorphic extensions G of K by Q realizing 8. This last exercise shows 
that this bound need not be attained. After all, every extension of Zp by Zp 
has order p2, hence is abelian, so that either G ~ Zp2 or G ~ Zp x Zp; but it 
can be shown that IH2(Zp, Zp, 8)1 = IExt(Zp, Zp)1 = p. 

Theorems of Schur-Zassenhaus and Gaschiitz 

We now apply Corollary 7.35 of Schreier's theorem. 
Recall that a Hall subgroup of a finite group (when it exists) is a subgroup 

whose order and index are relatively prime. Also recall Exercise 7.24: If 
IGI = mn, where (m, n) = 1, and if K ::::;; G has order m, then a subgroup Q ::::;; G 
is a complement of K if and only if IQI = n. 
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Theorem 7.39. If K is an abelian normal Hall subgroup of a finite group G (i.e., 
(IKI, [G: K]) = 1), then K has a complement. 

Proof. Let IKI = m, let Q = G/K, and let IQI = n, so that (m, n) = 1. It suffices 
to prove, by Corollary 7.35, that every factor set f: Q x Q -+ K is a cobound­
ary. Define 0": Q -+ K by 

O"(x) = L f(x, y); 
yeQ 

0" is well defined since Q is finite and K is abelian. Sum the co cycle identity 

xf(y, z) - f(xy, z) + f(x, yz) = f(x, y) 

over all z E Q to obtain 

xO"(y) - O"(xy) + O"(x) = nf(x, y) 

(as z ranges over all of Q, so does yz). Since (m, n) = 1, there are integers sand 
t with sm + tn = 1. Define h: Q -+ K by h(x) = to"(x). Then h(l) = 0 and 

xh(y) - h(xy) + h(x) = f(x, y) - msf(x, y). 

But sf(x, y) E K, so that msf(x, y) = O. Therefore, f is a coboundary. • 

If K ::s; G has complements Q and Q', then Q ~ Q' (each is isomorphic to 
G/K). One can say more if the orders of K and Q are relatively prime. 

Theorem 7.40. If K is an abelian normal Hall subgroup of a finite group G, 
then any two complements of K are conjugate. 

Proof. Denote IKI by m and IG/KI by n, so that (m, n) = 1. Let Q1 and Qz be 
subgroups of G of order n. As we observed above, each of these subgroups is 
a complement of K. By Exercise 7.38, there are transversals Ii: G/K -+ G, for 
i = 1,2, with li(G/K) = Qi and with each Ii a homomorphism. It follows that 
the factor sets J; determined by Ii are identically zero. If h(x) is defined by 
11(X) = h(x) + lz(x), then 

o = f1 (x, y) - fz(x, y) = xh(y) - h(xy) + h(x). 

Summing over all y E G/K gives the equation in K: 

0= xao - ao + nh(x), 

where ao = LyeG/K h(y). Let sm + tn = 1 and define bo = tao. Since K has 
exponent m, 

h(x) = h(x) - smh(x) = - tnh(x) = xtao - tao = xbo - bo 

for all x E G/K. We claim that -bo + Q1 + bo = Qz· If 11(X) E Q1' then 
-bo + 11(x) + bo = -bo + xbo + 11(x) = -h(x) + 11(x) = Iz(x) - 11(x) + 
11 (x) = lz(x). • 



190 7. Extensions and Cohomology 

We now remove the hypothesis that K be abelian. 

Theorem 7.41 (Schur-Zassenhaus Lemma, 1937V A normal Hall subgroup K 
of a finite group G has a complement (and so G is a semidirect product of K by 

G/K). 

Proof. Let IKI = m and let IGI = mn, where (m, n) = 1. We prove, by induc­
tion on m ~ 1, that G contains a subgroup of order n. The base step is 
trivially true. If K contains a proper subgroup T which is also normal in G, 
then K/T <J G/T and (G/T)/(K/T) ~ G/K has order n; that is, K/T is a nor­
mal Hall subgroup of G/T. If I K/TI = m', then m' < m and [G/T: K/T] I = n. 
The inductive hypothesis gives a subgroup N/T ::;; G/T of order n. Now INI 
= n I TI and (n, I TI) = 1 (for I TI divides m), so that T is a normal Hall sub­
group of N (with I TI < m and with index [N: T] = n). By induction, Nand 
hence G contains a subgroup of order n. 

We may now assume that K is a minimal normal subgroup of G. If p is a 
prime dividing m and if P is a Sylow p-subgroup of K, then the Frattini 
argument (Theorem 4.18) gives G = KNG(P), By the second isomorphism 
theorem, 

G/K = KNG(P)/K ~ NG(P)/(K n NG(P)) = NG(P)/NK(P), 

so that INK(P)ln = INK(P)IIG/KI = ING(P)I. If NG(P) is a proper subgroup of 
G, then INK(P)I < m, and induction shows that Na(P) contains a subgroup 
of order n. We may assume, therefore, that NG(P) = G; that is, P <1 G. 

Since K ~ P and K is a minimal normal subgroup of G, we have K = P. 
Lemma 5.20(ii) now applies: Z(P) char P and P <J G imply Z(P) <J G. Mini­
mality applies again, and Z(P) = P (Z(P) =P 1 because P is a finite p-group). 
But now P = K is abelian, and the proof follows from Theorem 7.39. • 

It follows that if a finite group G has a normal Sylow p-subgroup P, for 
some prime p, then P has a complement and G is a semidirect product of P 
by G/P. 

We can prove part of the generalization of Theorem 7.41 for K nonabelian. 

Theorem 7.42. Let K be a normal Hall subgroup of a finite group G. If either 
K or G/K is solvable, then any two complements of Kin G are conjugate. 

Remark. The Feit-Thompson theorem says that every group of odd order 
is solvable. Since IKI and IG/KI are relatively prime, at least one of them 
has odd order, and so complements of normal Hall subgroups are always 
conjugate. 

Proof. Let IKI = m, let I G/KI = n, and let Ql and Q2 be complements of Kin 
G; of course, Ql ~ G/K ~ Q2' 

Assume first that K is solvable. By Lemma 5.20(ii), K' <J G; moreover, 

3 Schur (1904) proved this in the special case Q cyclic. 
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Q1K'/K' ~ Qd(Ql n K') ~ Ql (because Ql n K' ~ Ql n K = 1), so that 
IQ1K'/K'1 = n. Now K' < K, because K is solvable. If K' = 1, then K is 
abelian and the result is Theorem 7.40; otherwise, IG/K'I < IGI, and induc­
tion on IGI shows that the subgroups Q1K'/K' and Q2K'/K' are conjugate in 
G/K'. Thus, there is g E G/K' with g(Q1K'/K')g-1 = Q2K'/K'; that is, gQlg-l 
~ Q2K' (where K'g = g). But K' < K gives IQ1K'1 < IGI, and so the sub­
groups gQlg-l and Q2 of order n are conjugate in Q2K', hence are conjugate 
in G. 

Assume now that G/K is solvable. We do an induction on IGI that any two 
complements of K are conjugate. Let M/K be a minimal normal subgroup of 
G/K. Since K ~ M, the Dedekind law (Exercise 2.49) gives 

M = M n G = M n QiK = (M n Q;)K for i = 1,2; 

note also that M n Qi <l Qi' Now solvability of G/K gives M/K a p-group for 
some prime p, by Theorem 5.24. If M = G, then G/K is a p-group (indeed, 
since M/K is a minimal normal subgroup of G/K, we must have IM/KI = p). 
Therefore, Ql and Q2 (~G/K) are Sylow p-subgroups of G, and hence are 
conjugate, by the Sylow theorem. 

We may assume, therefore, that M < G. Now M n Qi is a complement of 
K in M, for i = 1,2 (because M = (M n Q;)K, by (*), and (M n Q;) n K ~ 
Qi n K = 1). By induction, there is x E M ~ G with M n Ql = x(M n Q2)X-1 

= M n XQ2X-1. Replacing Q2 by its conjugate XQ2X-1 if necessary, we may 
assume that 

MnQl =MnQ2' 

If J = M n Ql = M n Q2' then J <l Qi for i = 1,2, and so 

Qi ~ NG(J)· 

Two applications of the Dedekind law give 

NG(J) = NG(J) n KQi = (NG(J) n K)Qi 

and 
J[NG(J) n K] n Qi = J([NG(J) n K] n Q;) = J 

(because (NG(J) n K) n Qi ~ K n Qi = 1). Therefore, QdJ and Q2jJ are com­
plements of J(NG(J) n K)/J in NG(J)jJ. By induction, there is y E NG~J)/J 
with QljJ = Y(Q2jJ)r1; it follows that Ql = yQ2Y-l, where Jy = y, as 

desired. • 

The proof of the following theorem is a variation on the pr~of of Theore~ 
7.39. Recall Exercise 4.16; a normal p-subgroup K of a fimte group G IS 

contained in every Sylow p-subgroup P of G. 

Theorem 7.43 (Gaschiitz, 1952). Let K be a normal abelian p-subgroup of a 
finite group G, and let P be a Sylow p-subgroup of G. Then K has a complement 
in G if and only if K has a complement in P. 
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Proof. Exercise 7.17 shows that if Q is a complement of K in G, then Q n P is 
a complement of K in P. 

For the converse, assume that Q is a complement of Kin P, so that Q is a 
transversal of K in P. All groups in this proof will be written additively. 
If U is a transversal of P in G (which need not be a subgroup!), then 
P = UqEQ K + q and G = UUEU P + u = Uq,U K + q + u; thus, Q + U = 
{q + u: q E Q, u E U} is a transversal of K in G. By Exercise 7.37, 
- U - Q = - U + Q = { - u + q: U E U, q E Q} is also a transversal of K in 
G (- Q = Q because Q is a subgroup). Let us denote - U by T, so that 
I TI = [G : P] and T + Q is a transversal of Kin G. 

Define 1: G/K -> G by I(K + t + q) = t + q. The corresponding factor set 
f: G/K x G/K --+ K is defined by 

I(K + t' + q') + I(K + t + q) = f(K + t' + q', K + t + q) 

+ I(K + t' + q' + t + q). 

In particular, if t = 0, then 

(*) f(x, K + q) = 0 for all x E G/K, all q E Q 
(I(K + t' + q' + q) = t' + q' + q = I(K + t' + q') + I(K + q) because q' + q 
E Q). Consider the co cycle identity 

xf(y, z) - f(x + y, z) + f(x, y + z) - f(x, y) = 0 

for x, y E G/K and z = K + q with q E Q. Equation (*) shows that the first 
two terms are zero, and so 

(**) f(x, y + z) = f(x, y) for x, y E G/K and z = K + q. 

Let T = {tl' ... , tn }, where n = [G: P]. For fixed y = K + g E G/K and 
for any ti, K + g + ti lies in G/K; since T + Q is a transversal of Kin G, there 
is t,d E T and qi E Q with K + g + ti = K + txi + qi' We claim that n is a 
permutation. If K + g + tj = K + txi + qj' then 

g + ti - (txi + qJ E K and g + tj - (txi + qj) E K 
give 

g + ti - qi - txi + txi + qj - tj - g E K. 

Since K <J G, we have ti - qi + qj - tj E K; since Q is a subgroup, -qi + qj 
= q E Q, so that ti + q - tj E K and K + tj = K + ti + q. It follows that t. = 
ti + q, so that j = i (and q = 0). Therefore, n is an injection and henc~ a 
permutation. 

Let T = {K + t: t E T} For x E G/K, define 

(J(x) = L f(x, z); 
zeT 

(J is well defined because G/K is finite and K is abelian. Summing the co cycle 
identity gives 

x(J(Y) - (J(x) + I f(x, y + z) = [G : P]f(x, y). 
ZET 
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But Y + z = K + g + K + t; = K + g + t; = K + t,,; + q;, so that f(x, y + z) 
= f(x, K + t,,; + q;) = f(x, K + t,,;), by (**); since 1t is a permutation, 
Lz E T f(x, y + z) = u(x). Therefore, 

xu(y) - u(x + y) + u(x) = [G: P]f(x, y). 

This is an equation in K ~ P. Since ([G : P], \KI) = 1, there are integers a 
and b with a\K\ + b[G:P] = 1. Define h: G/K -+K by h(x) = bu(x). Then 
h(l) = 0 and 

xh(y) - h(x + y) + h(x) = f(x, y); 

that is, f is a coboundary and so G is a semidirect product. • 

EXERCISES 

7.41. Use the Schur-Zassenhaus lemma and Exercise 7.29 to reclassify all groups of 
order pq, where p and q are distinct primes. 

7.42. Prove that every group of order p2q, where p> q are primes, has a normal 
Sylow p-subgroup, and classify all such groups. 

7.43. Using Lemma 4.23, reclassify all groups of order 12. 

7.44. Use factor sets to prove the existence of the generalized quaternions Qn. (Hint. 
Exercise 4.42.) 

Transfer and Burnside's Theorem 

We have seen several conditions guaranteeing that a group be a semidirect 
product: P. Hall's theorem (Theorem 5.28) for solvable groups; the Schur­
Zassenhaus lemma; Gaschiitz's theorem. In each of these theorems, one starts 
with a normal subgroup K of G and constructs a complement Q (~G/K). We 
now aim for a companion theorem, due to Burnside, that begins with a Sylow 
subgroup Q of G and, in certain cases, constructs a normal complement K.4 
It is natural to seek a homomorphism whose kernel is such a normal sub­
group; it is called the transfer. The next lemma is in the spirit of a portion of 
the proof of Gaschiitz's theorem given above. 

Lemma 7.44. Let Q be a subgroup of finite index n in G, and let {II' ... , In} and 
{hl' ... , hn } be left transversals of Q in G. For fixed g E G and each i, there is 
a unique u(i) (1 ~ u(i) ~ n) and a unique x; E Q with 

Moreover, u is a permutation of {1, ... , n}. 

4 Some other such theorems are quoted at the end of this section. 
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Proof. Since the left cosets of Q partition G, there is a unique left coset IjQ 
containing ghi; the first statement follows by defining (ji = j. Assume that 
(ji = (jk = j. Then ghi = ljxi and ghk = ljxk; thus ghixil = ghkxi/, hiIhk = 

xilXk E Q, hiQ = hkQ, and i = k. Therefore, (j is an injection of a finite set to 
itself, hence is a permutation. • 

This lemma will be used in two cases. The first has Ii = hi for all i; that is, 
the transversals coincide. In this case, 

gli = I"ixi' 

where (j E Sn and Xi E Q. The second case has two transversals, but we set 
g = 1. Now 

where ex E Sn and Yj E Q. 

Definition. If Q is a subgroup of finite index n in a group G, then the transfer 
is the function V: G --+ Q/Q' defined by 

n 

V(g) = TI XiQ', 
i=1 

where {II, ... , In} is a left transversal of Q in G and gli = ljxi. 

Remark. The transfer V: G --+ Q/Q' is often denoted by VG _ Q ' the letter V 
abbreviating the original German term Verlagerung. 

Theorem 7.45. If Q is a subgroup of finite index in a group G, then the transfer 
v: G --+ Q/Q' is a homomorphism whose definition is independent of the choice 
of left transversal of Q in G. 

Remark. See Exercise 7.45 below which shows that a transfer defined via 
right transversals coincides with V. 

Proof. Let {It, ... , In} and {hI' ... , h.} be left transversals of Q in G. By 
Lemma 7.44, there are equations for each g E G: 

gli = I"ixi (j E Sn, XiE Q, 

ghi = htiy;, rES., Yi E Q, 

hi = laizi, ex E S., Zi E Q. 

Now 

Definingj by exj = (jexi, we have hj = l"aizj, whence 

ghi = hjZj-lXaiZi' 
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The uniqueness assertion of Lemma 7.44 and the definition of j give j = 7:i 
and 

Factors may be rearranged in the abelian group Q/Q': thus 

n y;Q' = n Z~-\a"iX,,;Z;Q' = n x,,;Q', 

because 0(-1(10( E Sn, and so the inverse of each Z; occurs and cancels Z;. 

Finally, n x,,;Q' = n XiQ' since 0( E Sn. We have shown that V is indepen­
dent of the choice of transversal. 

Let g, g' E G and let {11' ... , In} be a left transversal of Q in G. Thus, gli = 
'aiX; and g'l; = 'dYl> where X;, Yi E Q. Then 

gg'l; = gltiY; = 'atixtiY;. 
Therefore, 

V(gg') = n Xtiy;Q' = ( n XtiQ) ( n Y;Q) 

= ( n X;Q) ( n YiQ) = V(g) V(g'). • 

If a subgroup Q of finite index in a group G has a (not necessarily normal) 
complement K, then K = {a1' ... , an} is a left transversal of Q in G. If b E K, 
then ba; E K for all i: ba; = aa;. But the general formula (Lemma 7.44) is 
ba; = aa;X;, so that each Xi = 1. We conclude that if bE K, then V(b) = 1; that 
is, K :s; ker V. If Q is abelian, then Q' = 1 and we may identify Q/Q' with Q; 
thus, im V :s; Q in this case. These remarks indicate that K = ker V is a rea­
sonable candidate for a normal complement of Q. 

The following formula for the transfer says that V(g) is a product of conju­
gates of certain powers of g. 

Lemma 7.46. Let Q be a subgroup of finite index n in G, and let {l1' ... , In} be 
a left transversal of Q in G. For each 9 E G, there exist elements hi> ... , hm of 
G and positive integers n1' . .. , nm (all depending on g) such that: 

(i) each h; E {11' ... , In}; 
(ii) hi1gnih; E Q; 

(iii) L n; = n = [G: Q]; and 
(iv) V(g) = n (hi1gn'h;)Q'. 

Proof. We know that gl; = 'aiX;, where (1 E Sn and x; E Q. Write the complete 
factorization of (1 as a product of disjoint cycles (so there is one 1-cycle for 
each fixed point): (1 = 0(1 ••• O(m. If O(i = (j1' ••• ,j,), then 

... , 
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and Q contains 

Xjr" ,xh = (~~'g~r)'" (~~'glh)(~~'glh) = lj;'grlh · 

Define h· = I· and n, = r; all the conclusions now follow. • 
l 11 ' 

Theorem 7.47. If Q is an abelian subgroup of finite index n in a group G and 
if Q ~ Z(G), then V(g) = g" for all 9 E G. 

Proof. Since Q is abelian, we may regard the transfer as a homomorphism 
V: G -+ Q. The condition Q ~ Z(G) implies that Q is a normal subgroup of G. 
If 9 E G and h-1grh E Q, then normality of Q gives gr = h(h-1grh)h-1 E Q. But 
Q ~ Z(G) now gives h-1grh = gr. The result now follows from formulas (iii) 
and (iv) of Theorem 7.46. • 

Corollary 7.48. If a group G has a subgroup Q of finite index n with Q ~ Z(G), 
then 9 1--+ g" is a homomorphism. 

Proof. We have just seen that this function is the transfer. • 

The reader should try to prove this last corollary without using the trans­
fer; I do not know a simpler proof. 

Lemma 7.49. Let Q be a Sylow p-subgroup of a finite group G (for some prime 
pl. If g, h E CG(Q) are conjugate in G, then they are conjugate in NG(Q)· 

Proof. If h = y-lgy for some y E G, then h E y-1CG(Q)y = CG(y-1Qy). Since Q 
and y-1Qy are contained in CG(h), both are Sylow subgroups of it. The Sylow 
theoremgivescE CG(h) with Q=c-'y-'Qyc. ClearlyycENG(Q) andc-'y-'gyc 
= c-1hc = h. • 

Theorem'7.50 (Burnside Normal Complement Theorem, 1900). Let G be a 
finite group and let Q be an abelian Sylow subgroup contained in the center of 
its normalizer: Q ~ Z(NG(Q)). Then Q has a normal complement K (indeed, K 
is even a characteristic subgroup of G). 

Proof. Since Q is abelian, we may regard the transfer V as a homomorphism 
from G to Q. Let us compute V(g) for each 9 E Q. By Lemma 7.46, V(g) = 
TI hi'gnihi . Now, if 9 E Q, then, for each i, both gni and hi'gnih i lie in Q [the 
latter by Lemma 7.46(ii)), and so they are conjugate elements of CG(Q) [for 
Q abelian implies Q ~ CG(Q)]. By Lemma 7.49, there is c E NG(Q) with 
hi'gnihi = c-'gnic. But Q ~ Z(NG(Q)) implies c-'g"iC = g"i. Hence, if n = 
[G: Q], then V(g) = g" for all 9 E Q. If IQI = q, then (n, q) = I (because Q is 
a Sylow subgroup), and there are integers oc and p with ocn + pq = 1. There­
fore, when 9 E Q, we have 9 = glX"gPq = (glXt, so that V: G ---+ Q is surjec­
tive: if 9 E Q, then V(glX) = glXn = g. The first isomorphism theorem gives 
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G I K ~ Q, where k = ker v. It follows that G = KQ and K !l Q = 1 (because 
IKI = n and so (IKI, IQI) = 1). Therefore, K is a normal complement of Q. 
Indeed, K char G because it is a normal Hall subgroup. • 

Definition. If a Sylow p-subgroup of a finite group G has a normal p-comple­
ment, then G is called p-nilpotent. 

Thus, Burnside's theorem says that if Q ::s; Z(NG(Q)), then Gis p-nilpotent. 
Here are some consequences of Burnside's theorem. 

Theorem 7.51. Let G be a finite group and let p be the smallest prime divisor of 
IGI. If a Sylow p-subgroup Q of G is cyclic, then G is p-nilpotent. 

Proof. By Theorem 7.1, there is an imbedding NG(Q)/CG(Q) ~ Aut(Q). Obvi­
ously, IN /C! divides I GI. Now Q is cyclic of order pm, say, and so Theorem 7.3 
gives IAut(Q)1 = pm-l(p - 1) (this is true even for p = 2). Since Q is a Sylow 
subgroup of G and Q ::s; C = CG(Q), p does not divide IN/C!. Hence, IN/C! 
divides p - 1. But (p - 1, IGI) = 1, because p is the smallest prime divisor of 
IGI, and so IN/C! = 1. Therefore NG(Q) = CG(Q). Since Q ::s; G is abelian, 
Q ::s; Z(CG(Q)), and since NG(Q) = CG(Q), we have Q ::s; Z(CG(Q)) = Z(NG(Q))· 
Thus, the hypothesis of Burnside's theorem is satisfied, and so Q has a normal 
complement. • 

Corollary 7.52. A nonabelian simple group cannot have a cyclic Sylow 2-
subgroup. 

Remark. We have already seen this in Exercise 3.30. 

Theorem 7.53 (HOlder, 1895). If every Sylow subgroup of a finite group G is 
cyclic, then G is solvable. 

Proof. If p is the smallest prime divisor of IGI, then Theorem 7.51 provides a 
normal complement K to a Sylow p-subgroup of G. and Q ~ G/K. By induc­
tion on I GI, G I K is solvable. Since Q is solvable (it is cyclic, hence abelian), 
Theorem 5.17 shows that G is solvable. • 

Corollary 7.54. Every group G of squarefree order is solvable. 

Proof. Every Sylow subgroup of G must be cyclic. • 

Corollary 7.55. Let G be a nonabelian simple group, and let p be the smallest 
prime divisor of IGI. Then either p3 divides IGI or 12 divides IGI· 

Proof. Let Q be a Sylow p-subgroup of G. By Theorem 7.51, Q is not cyc~ic. 
Hence, I Q I ~ p2 ,so that if p3 does not divide I Q I, then Q is elementary ~behan 
of order p2. Since Q is a two-dimensional vector space over 7Lp ' ExerCIse 7.10 
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gives IAut(Q)1 = (p2 - 1)(p2 - p) = p(p + 1)(p - 1)2. Now NG(Q)/CG(Q) c.. 
Aut(Q), so that IN/CI is a divisor of IAut(Q)I, and IN/CI '" 1 lest Burnside's 
theorem apply. Since Q ::;; C, p does not divide IN/CI; since p is the smallest 
prime divisor of IGI, IN/CI must divide p + 1. But this is impossible if pis 
odd, for the smallest prime divisor of IN/CI is :?p + 2. (We have shown that 
if p is odd, then p3 must divide IGI.) Moreover, if p = 2, then IAut(Q)1 = 6 and 
IN/CI = 3, so that IGI is divisible by 22 x 3 = 12. • 

The simple group As has order 60, and 60 is divisible by 12 but not by 8. 
There is an infinite class of simple groups, the Suzuki groups, whose orders 
are not divisible by 3, hence not by 12 (their orders are divisible by 8). The 
magnificent result of Feit and Thompson says that every simple nonabelian 
group G has even order, and so I GI is divisible by either 8 or 12. 

In Chapter 5, we gave an elementary but ingenious proof of a theorem of 
Schur (Theorem 5.32). We now give a straightforward proof of this theorem 
using the transfer; indeed, it was Schur who invented the transfer in order to 
give the forthcoming proof of Theorem 7.57. 

It is not generally true (see Theorem 11.48) that a subgroup of a finitely 
generated group G is itself finitely generated. 

Lemma 7.56. If G is a finitely generated group and H is a subgroup of G of 
finite index, then H is finitely generated. 

Proof. Let G = <gl' ... , gm) and let t lo ... , tn be right coset representatives of 
H with t1 = 1; thus, G = U?=l Hti. Enlarging the generating set if necessary, 
we may assume that if gi is a generator, then gil = gk for some k. 

For all i,j, there is h(i,j) E H with tigj = h(i,j)tk(i,j)' We claim that H is 
generated by all the h(i,j). If a E H, then a = gi gi .. . gi ; no exponents are 
needed since the inverse of a generator is also a gen2erato~. Now 

a = gil gi2 ... gis = (t1 gi.)gi2 ... gis 

= h(l, i1)t1,gi2 '" gis some l' 

= h(1, i1 )h(1', i2)t2,gi3 '" gis some 2' 

= h(1, i1)h(1', i2)h(2', i3)t3,gi4 " .gis some 3' 

= h(l, il)h(l', i2)" .h((s - I)', is)t;,. 

Since a and all the h's lie in H, we have t;, E H; therefore, t;, = tl = 1, as 
desired. • 

Theorem 7.57 (Schur). If Z(G) has finite index in a group G, then G' is finite. 

Proof. As in the proof of Theorem 5.32, G' has a finite number of generators. 
Now G'/(G' n Z(G)) ~ G'Z(G)/Z(G) ::;; G/Z(G), so that G'/(G' n Z(G)) is 
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finite. By the lemma, G' n Z(G) is finitely generated. As G' n Z(G) ::;; Z(G) is 
abelian, it is finite if it has finite exponent (this is not true for nonabelian 
groups). Let V: G --+ Z(G) be the transfer. If a E G', then V(a) = 1; if a E Z(G), 
then V(a) = an, where n = [G: Z(G)] (Theorem 7.47). Therefore, G' n Z(G) 
has exponent n, and hence is finite. As G' is an extension of one finite group 
by another finite group, it, too, is finite. • 

The reader should be aware of two theorems of Griin whose proofs involve 
the transfer; if G is a finite group and P is a Sylow subgroup, then one may 
often compute P n G' (see Robinson (1982, pp. 283-286)). 

We state some other theorems guaranteeing p-nilpotence. 

Theorem (Tate, 1964). Let G be a finite group, and let P ::;; G be a Sylow 
p-subgroup of G. If N <l G and N n P ::;; <I>(P), then N is p-nilpotent. 

Proof. The original proof is short, using the 5-term exact sequence in co­
homology of groups; a longer proof using the transfer is in Huppert (1967), 
p.431. • 

Call a subgroup H of a group G p-local, for some prime p, if there is some 
nontrivial p-subgroup Q of G with H = NdQ). 

Theorem (Frobenius). A group G is p-nilpotent if and only if every p-local 
subgroup H of G is p-nilpotent. 

Proof. See [Aschbacher, p. 203]. • 

If p is a prime and P is a Sylow p-subgroup of a group G, define E(P) = 
{x E Z(P): x P = 1}. If pd(P) is the largest order of an elementary abelian sub­
group of P then the Thompson subgroup J(P) is defined as the subgroup of G 

, . f G f d d(P) generated by all the elementary abehan p-subgroups 0 0 or er p . 

Theorem (Thompson). Let p be an odd prime, and let P be a Sylow p-subgroup 
of a group G. If CG(E(P)) and NG(J(P)) are p-nilpotent, then G is p-nilpotent. 

Proof. See [Aschbacher, p. 203]. • 

EXERCISES 

7.45. Let Q be a subgroup of finite index n in a group G, and let {Yl, ... , Yn} be a right 
transversal of Q in G. For a E G, Yia = PiYti for Pi E Q and 't" E Sn· Prove that 
R: G --> Q/Q', defined by R(a) = fl PiQ', is the transfer; that is, R(a) = V(a) for 

all a E G. (Hint. Exercise 7.37.) 
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7.46. (i) Let PI < P2 < ... < p, be primes and let n = PI' .. Pt· Prove that every group 
G of order n has a normal Sylow PI-subgroup. (Hint. Exercise 4.38.) 

(ii) If, in addition, (Pi' Pj - 1) = 1 for all i < j, then G must be cyclic. (One 
can characterize such integers n by (n, cp(n)) = 1, where cp is the Euler cp­
function.) 

(iii) Find all integers n such that every group G of order n is abelian. 

Remark. We sketch a proof that there exist arbitrarily large sets of primes 
{PI' ... , Pt} which satisfy condition (ii) of Exercise 7.46. Let PI = 3, and sup­
pose that PI < P2 < ... < p, are primes with (Pi' Pj - 1) = 1 for all i < j. A 
theorem of Dirichlet states: If (a, b) = 1, then the arithmetic progression 
a, a + b, a + 2b, ... contains infinitely many primes. Since (2, PI ... PI) = 1, 
there is a positive integer m such that Pt+l = 2 + mpI'" Pt is prime. The set 
{PI' .'" p,+d satisfies all the desired conditions. 

7.47. (i) Let q and P be primes such that q == 1 mod pe. Show that the multiplicative 
group Z; contains a cyclic subgroup isomorphic to Zp •. (Hint: Theorem 
2.18.) 

(ii) Let G = CI X ... x CO' where Ci is cyclic of order p7' for (not necessarily 
distinct) primes Pi' Use Dirichlet's theorem (see the remark following Exer­
cise 7.46) to show that there are n distinct primes qi with qi == 1 mod p7' for 
i = 1, ... , n. 

(iii) If G is a finite abelian group, then G can be imbedded in Z~ for some 
m. (Hint. Let m = n qi' and use Theorem 7.3 (iii).) (This proof is due to 
G. McCormick.) 

7.48. (i) If V: G -+ Q/Q' is the transfer, then G' ~ ker V and V induces a homomor­
phism V: G/G' -+ Q/Q', namely, G'a f-+ V(a). 

(ii) Prove that the transfer is transitive: if P ~ Q ~ G are subgroups of finite 
index, and if T: G -+ Q/Q', U: G -+ P/P', and V: Q -+ P/P' are transfers, then 
if = VT. 

7.49. If Q has index n in G, and if K ~ G satisfies G = KQ and Q ~ CG(K), then 
V(a) = anQ' for all a E G. (Hint. There is a transversal of Q contained in K; if 
a E K and 9 E K, then g-Ia'g E Q ~ CG(K), and this implies a' E CG(K)g-1 = 

CG(gKg-I) = CG(K).) 

7.50. If G is a finite group of order mn, where (m, n) = 1, and if Q ~ Z(G) is a Hall 
subgroup of order m, then K = ker V is a normal complement of Q (where 
V: G -+ Q/Q' is the transfer), and G = K x Q. 

7.51. Let G be a torsion-free group having a cyclic subgroup of finite index. Prove 
that G is cyclic. 

7.52. If P and q are primes, prove that every group of order p2q2 is solvable. 

7.53. If Gis a nonabelian group with IGI ~ 100 and IGI =1= 60, then Gis not simple. (See 
Exercise 4.36.) (The next order of a nonabelian simple group is 168.) 
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Projective Representations and the Schur Multiplier 

We have already seen the usefulness of H2(Q, K, B), where K is abelian and 
B: Q -+ Aut(K) is a homomorphism. When B is trivial, that is, B(x) = lK for all 
x E Q, then we drop it from the notation and write H2(Q, K). 

Definition. A central extension of K by Q is an extension G of K by Q with 
K ~ Z(G). 

It is easy to see that if G = K ~8 Q is a central extension, then G is the 
direct product K x Q. 

Lemma 7.58. Given data (Q, K, B), then B is trivial if and only if every exten­
sion realizing the data is a central extension. 

Proof. Recall that B arises from the equation: for all x E Q and a E K, 

BAa) = l(x) + a - l(x), 

where l(x) is a lifting of x. Assume that B is trivial. Every g E G has the form 
g = b + l(x) for some b E K and x E Q. If a E K, then a commutes with l(x) for 
all x E Q; since K is abelian, a commutes with g, and so a E Z(G). Conversely, 
if G is a central extension, each a E K commutes with every l(x) and so 
BAa) = a for all x E Q and a E K. • 

Theorem 7.59. There is a bijection from the set of all equivalence classes of 
central extensions realizing data (Q, K, 8), where 8 is trivial, to H2(Q, K). 

Proof. Theorem 7.34 specializes to this result once we take account of the 
lemma .• 

Definition. If Q is a group, then its Schur multiplier (or multiplicator) is the 
abelian group 

M(Q) = H2(Q, eX), 

where C x denotes the multiplicative group of nonzero complex numbers. 

Since C x is written multiplicatively, it is more convenient to write 
M(Q) = H2(Q, eX) multiplicatively as well. Thus, with B trivial, a function 
f: Q x Q -+ C x is a factor set if and only if, for all x, y E Q: 

f(l, y) = 1 = f(x, 1); 

f(x, y)f(xy, Zflf(x, yz)f(x, yfl = 1; 

a function g: Q x Q -+ C x is a coboundary if and only if there is a function 
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h: Q --+ C x with h(1) = 1 such that 

g(x, y) = h(y)h(xyr1h(x). 

Two factor sets f and 9 are equivalent if and only if fg- 1 is a coboundary. 

Definition. If G is a finite group, its minimal exponent, denoted by exp( G), is 
the least positive integer e for which x e = 1 for all x E G. 

Theorem 7.60. If Q is a finite group, then M(Q) is a finite abelian group and 
exp(M(Q)) divides IQI· 

Remark. The first paragraph of the proof is just a repetition, in multiplicative 
notation, of a portion of the proof given in Theorem 7.39. 

Proof. If f: Q x Q --+ C x is a factor set, define u: Q --+ C x by 

u(x) = n f(x, z). 
zeQ 

Note that u(1) = 1. Now multiply the cocycle identity 

f(y, z)f(xy, zr1f(x, yz)f(x, yr1 = 1 

over all z E Q to obtain 

u(y)u(xyr1u(x) = f(x, y)", 

where n = IQI (as z ranges over all of Q, so does yz). But this equation says 
that (f B2(Q, eX))" = 1; that is, M(Q)" = 1. Thus, the minimal exponent of 
M(Q) divides n when Q is finite. 

For each x E Q, define h: Q --+ C x by choosing h(1) = 1 and h(x) to be 
some nth root of U(X)-l: h(x)" = u(xr1. Define g: Q x Q --+ C x by g(x, y) = 

f(x, y)h(y)h(xy)-lh(x). Clearly, f and 9 are equivalent, for they differ by a 
coboundary. On the other hand, 

g(x, y)" = f(x, y)"h(y)"h(xy)-"h(x)" 

= u(y)u(xYr1u(x)u(y)-lu(xy)u(x)-1 = 1. 

Therefore, each element [f] E M(Q) determines a function g: Q x Q --+ Z", 
where Zn denotes the subgroup of C x consisting of all the nth roots of unity. 
The result follows, for there are only finitely many such functions g. • 

Corollary 7.61. If Q is a finite p-group, then M(Q) is a finite abelian p-group. 

The Schur multiplier arises in Representation Theory; more precisely, in 
the study of projective representations. 

Definition. A projective representation of a group Q is a homomorphism 
r: Q --+ PGL(n, C) = GL(n, C)jZ(n, C), the group of all nonsingular n x n 
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complex matrices modulo its center, the normal subgroup Z(n, C) of all non­
zero scalar matrices. 

Just as GL(n, C) consists of automorphisms of a vector space, we shall see 
in Chapter 9 that PGL(n, C) consists of automorphisms of a projective space. 
An important example of a central extension is provided by GL(n, C), which 
is a central extension of C x by PGL(n, C). Note that Z(n, C) ~ ex. 

"Ordinary" representations of Q are homomorphisms Q ~ GL(n, C); they 
have been well studied and contain valuable information about Q. The ques­
tion whether a given irreducible representation qJ of a normal subgroup H <l 

Q can be extended to a representation of Q leads, in a natural way, to a 
projective representation of Q. If x E Q, one can define a new representation 
qJx: H ~ GL(n, C) by qJX(h) = qJ(xhx-1); this makes sense because xhx-1 E H 
for all h E H. To make it easier to extend qJ, let us assume (as would be the 
case were qJ extendable to G) that the representations qJ and qJx are all similar; 
that is, there is a nonsingular matrix Px with qJ(xhx-1) = PxqJ(h)p;l for all 
hE H (of course, we may choose P1 to be the identity matrix E). Now choose 
a transversal T of H in Q, so that each x E Q has a unique expression of the 
form x = th for t E T and h E H. The obvious candidate for an extension 
<I>: Q ~ GL(n, C) of qJ is <I>(th) = PtqJ(h); it is clear that <I> is a well defined 
function that extends qJ. If h' E H and x = th E Q (where t E T and hE H), 
then 

qJ(xh'x-1) = qJ(thh'h-1t-1) 

= PtqJ(hh'h-1 )Pt- 1 

= PtqJ(h)qJ(h')qJ(h)-l pt- 1 

= <I>(x)qJ(h')<I>(X)-l. 

It follows that if x, y E Q, then 

qJ(xyh'y-1X-l) = <I>(xY)qJ(h')<I>(xy)-l. 

On the other hand, 

qJ(x(yh'y-l )x-1) = <I>(x)qJ(yh'y-l )<I>(X)-l 

= <I>(x)<I>(Y)qJ(h')<I>(y-l )<I>(X)-l. 

Hence, <I>(xy)-l<I>(X)<I>(y) centralizes qJ(h') for all h' E H. Now Schur's lemma (!) 
states that if qJ is irreducible, then any matrix A centralizing every qJ(h') 
must be a scalar matrix. Therefore, <I>(xyf1<I>(x)<I>(y) is a scalar; that is, there 
is f(x, y) E C x with 

<I>(x)<I>(y) = <I>(xy)f(x, y)E, 

where E is the n x n identity matrix. This equation says that <I> defines a 
homomorphism Q ~ PGL(n, C), namely, x 1-+ <I>(x)Z(n, C). 

It will be more convenient for the coming computations to think of projec-
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tive representations 1': Q --+ PGL(n, q not as homomorphisms whose values 
are cosets mod Z(n, q but, as they have just occurred above, as matrix­
valued/unctions T satisfying the equation 

T(x)T(y) = fr(x, y)T(xy) 

for all x, y E Q, where fr: Q x Q --+ C x is a function. Of course, one can al­
ways obtain this latter form by arbitrarily choosing (matrix) representatives 
of the cosets 1'(x) in PGL(n, q; that is, if n: GL(n, q --+ PGL(n, q is the 
natural map, choose T(x) with nT(x) = 1'(x). We always choose the identity 
matrix E as the representative of 1'(1); that is, T(I) = E. 

/GLrl 

Q ~ PGL(n,q 

Lemma 7.62. Let 1': Q --+ PGL(n, q be a projective representation. If T: Q --+ 

GL(n, q is a matrix-valued function of 1', that is, T(x)T(y) = fr(x, y)T(xy), 
then fr is a factor set. If T' is another matrix-valued function of 1', so that 
T(x)T(y) = gT(X, y)T(xy), then frg;l is a coboundary. Therefore, l' deter­
mines a unique element [fr] E M(Q). 

Remark. This result is the reason factor sets are so called. 

Proof. Since T(I) = E, we have fr(l, y) = 1 = fr(x, 1), while the co cycle iden­
tity follows from associativity: T(x(yz)) = T((xy)z). 

Since nT(x) = 1'(x) = nT(x) for all x E Q, T(x)T(xrl = h(x)E, where h(x) E 

ex. It is easy to see, as in Lemma 7.31, that fr(x, y)gT(X, yr1 = h(y)h(xyr1h(x); 
that is, frg;l is a coboundary. • 

Schur proved, for every finite group Q, that there is a "cover" V with 
Q = VIM such that every projective representation of Q determines an ordi­
nary representation of V; moreover, it turns out that M ~ M(Q) and V is a 
central extension of M(Q) by Q. The reader can now see why M(Q) is of 
interest; for example, if M(Q) = 1, then V = Q, and every projective represen­
tation of Q gives a representation of Q itself. We now begin the proof of these 
assertions. 

Definition. Let v: V --+ Q be a surjective homomorphism with kernel K, and 
assume that V is a central extension of K by Q. If 1': Q --+ PGL(n, q is a 
projective representation, then l' can be lifted to V if there exists a homomor­
phism r making the following diagram commute: 

GL PGL. 
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We say that U has the projective lifting property if every projective repre­
sentation of Q can be lifted to U. 

By Theorem 7.30, the elements of the central extension U may be viewed 
as ordered pairs (a, x) E K x Q, where K = ker v. With this understanding, r 
can be lifted to U if and only if ni(a, x) = rv(a, x) = r(x) for all (a, x) E U. As 
usual, we replace r by a matrix-valued function T; the equation ni«a, x)) = 
r(x) in PGL(n, iC) is now replaced by a matrix equaton in GL(n, iC): 

i(a, x) = /1(a, x)T(x) 

for some function /1: U ~ IC x , where U = K x Q. 

Definition. If K and A are groups with A abelian, then 

Hom(K, A) = {all homomorphism K ~ A}. 

If cp, tjJ E Hom(K, A), define cptjJ: K ~ A by cptjJ: x H cp(x) + tjJ(x) for all x E 

K; note that cptjJ is a homomorphism because A is abelian. It is easy to see 
that Hom(K, A) is an abelian group under this operation. 

In particular, if K is also an abelian group, define its character group 
K* = Hom(K, IC X). 

Since IC x is a multiplicative group, it is more convenient to write K* as a 
multiplicative abelian group: if a E K and cp, tjJ E K*, then cptjJ: a H cp (a) tjJ (a). 
We shall prove, in Theorem 10.56, that K ~ K* for every finite abelian 
group K. 

If U is any central extension of Q with kernel K, define a function (j: K* ~ 
H2 (Q, IC X) = M (Q) as follows. By Theorem 7.34, U corresponds to an ele­
ment [e] E H2(Q, K), where e: Q x Q ~ K is a factor set, and U consists of 
all (a, x) E K x Q, where (a, x)(b, y) = (abe(x, y), xy). If cp E K*, it is routine to 
check that the composite cp 0 e: Q x Q ~ IC x is a factor set, and so [cp 0 e] E 

H2(Q, IC X). Moreover, if e and e' are equivalent factor sets, then cp 0 e and 
cp 0 e' are also equivalent: if e'(x, y) = e(x, y)h(y)h(xy)-lh(x), then 

cp 0 e'(x, y) = cp 0 e(x, y)cph(y)cph(xyr1cph(x). 

Definition. Let U be a central extension of K by Q. If e: Q x Q ~ K is a factor 
set of U, then the transgression (j = (ju is the homomorphism (j: K* ~ M(Q) 

defined by (j(cp) = [cp 0 e]. 

The preceding discussion shows that the transgression does not depend on 
the choice of factor set e arising from the central extension U. 

Lemma 7.63. Let U be a central extension of K by Q. Then the transgression 
(j: K* ~ M(Q) is surjective if and only if U has the projective lifting property. 

Proof. By Theorem 7.34, the central extension U of K by Q determines [e] E 

H2(Q, K), where e: Q x Q ~ K is a factor set. The strategy is to show that if 
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r: Q --+ PGL corresponds to a matrix-valued function T with T(x)T(y) = 
ft(x, y)T(xy), then r can be lifted to U if and only if [ft] E im b; that is, there 
is <p E K* with b(<p) = [<p 0 e] = [ft]. 

If [ft] E im <5, then, for all x, y E Q, there is <p E K* and h: Q --+ C x with 

(3) <p 0 e(x, y) = ft(x, y)h(y)h(xyf1h(X). 

As in Theorem 7.30, regard the elements of U as ordered pairs (a, x) E K x Q. 
Define i: U --+ GL(n, q by 

i(a, x) = <p(a)h(x) T(x). 

We compute: 

i((a, x)(b, y)) = i((abe(x, y), xy)) 

= <p(abe(x, y))h(xy)T(xy) 

= <p(ab)<p 0 e(x, y)h(xy)ft(x, y) T(x) T(y). 

On the other hand, since C x is abelian, 

i((a, x))i((b, y)) = <p(a)h(x)T(x)<p(b)h(y)T(y) 

= <p(ab)h(x)h(y) T(x) T(y). 

By (3), i is a homomorphism. But rv(a, x) = r(x) and ni(a, x) = n<p(a)h(x) T(x) 
= nT(x) = r(x), and so r can be lifted to U. 

Conversely, assume that r can be lifted to U: there is a homomorphism 
i: U --+ GL(n, q and a function f.1: K x Q --+ C x with 

i(a, x) = f.1(a, x)T(x) 

for all a E K and x E Q. Since i is a homomorphism, we may evaluate 
i(a, x)i(b, y) in two ways: on the one hand, it is 

f.1(a, x) T(x)f.1(b, y) T(y); 

on the other hand, it is i(abe(x, y), xy), which is 

f.1(abe(x, y), xy)T(xy). 

But T(x)T(y) = fr(x, y)T(xy), so that, for all a, b E K and x, y E Q, 

(4) f.1(abe(x, y), xy) = ft(x, Y)f.1(a, x)f.1(b, y). 

If x = y = 1, then (4) gives 

f.1(ab, 1) = f.1(a, 1)f.1(b, 1); 

that is, the function <p: K --+ ex, defined by 

<p(a) = f.1(a, 1), 

lies in the character group K*. Define p: Q --+ C x by 

p(x) = f.1(1, x). 
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If a = b = 1 in (4), then 

f.l(e(x, y), xy) = fr(x, y)p(x)p(y). 

Finally, setting b = 1 and x = 1 gives f.l(a, y) = cp(a)p(y). Hence 

cp 0 e(x, y)p(xy) = f«x, y)p(x)p(y), 
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and so cp 0 e(x, y)fr(x, yfl is a factor set. Therefore, [fr] = [cp 0 e] = b(cp), 
as desired. • 

Several properties of character groups, proved in Chapter 10, will be used 
in the next proof. A (multiplicative) abelian group D is called divisible if every 
element d E D has an nth root in D; that is, for every n > 0, there exsts XED 
with xn = d. For example, e x is a divisible group. 

Lemma 7.64. Let V be a central extension of K by Q. Then the transgression 
b: K* ~ M(Q) is injective if and only if K ~ V'. 

Proof. We first show that if cp E K* and cp(K n V') = 1, then b(cp) = [cp 0 e] 
= 1 in M(Q). The second isomorphism theorem gives KjK n V' ~ KV'jV'. 
Define tjJ: KV'jV' ~ ex by tjJ(aV') = cp(a) for all a E K; tjJ is a well defined 
homomorphism because K n V' ~ ker cp. But KV'jV' is a subgroup of the 
abelian group V jV', so that the injective property (Theorem 10.23) of the 
divisible group e x gives a homomorphism '1': VjV' ~ e x extending tjJ. Now, 
for all x, y E Q, 

'1'«1, x)V')'I'(1, y)V') = '1'«1, x)(1, x)V') 

= 'I'«e(x, y), xy)V') 

= cp(e(x, y))'I'«I, xy)V'). 

Define h: Q ~ e x by h(x) = '1'«1, xlV'). A routine calculation shows that 

cp 0 e(x, y) = h(y)h(xy)-lh(x), 

so that b(cp) = [cp 0 e] = 1 in M(Q). Since b is injective, cp = 1. But Theorem 
10.58 shows that if K n V' < K, then there exists cp E K* with cp i= 1 and 
K n V' ~ ker cp. We conclude that K n V' = K; that is, K ~ V'. 

Conversely, if cp E ker b, then 1 = b( cp) = [cp 0 e], where e is a factor set of 
the extension V of K by Q. Thus, cp 0 e is a coboundary: there is a function 
h: Q ~ e x with h(1) = 1 such that, for all x, y E Q, 

cp 0 e(x, y) = h(y)h(xyfl h(x). 

If we define <1>: V ~ e x by <I>(a, x) = cp(a)h(x), then a routine calculation shows 
that <I> is a homomorphism with <l>IK = cp. As ex is abelian, V' ~ ker <1>, and 
so V' n K ~ ker cp. The hypothesis K ~ V' gives V' n K = K, and so cp is 

trivial; that is, b is injective. • 
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Definition. If Q is a group, then a cover (or representation group) of Q is a 
central extension U of K by Q (for some abelian group K) with the projective 
lifting property and with K ::::; U'. 

The following lemma will be used in proving the existence of covers. It 
follows from the preceding two lemmas that if a cover U of a finite group Q 
exists, where U is a central extension of K by Q, then K ~ M(Q). 

Lemma 7.65. If Q is a finite group, then the subgroup B2 (Q, eX) has a finite 
complement M ~ M(Q) in Z2(Q, eX). 

Proof. We first show that B2 (Q, eX) is a divisible group. If f E B2 (Q, eX), 
then there is h: Q -> ex with h(l) = 1 and, for all x, y E Q, 

f(x, y) = h(y)h(xyf1h(x). 

For n > 0 and each x E Q, let k(x) be an nth root of h(x) with k(l) = 1. Then 
g: Q x Q -> ex, defined by g(x, y) = k(y)k(xy)-l k(x), is a coboundary with 
gn = f. By Corollary 10.24, B2(Q, eX) has a complement M in Z2(Q, eX). 
But M ~ Z2(Q, ex )/B2(Q, eX) = M(Q), which is finite, by Theorem 7.60. • 

Theorem 7.66 (Schur, 1904). Every finite group Q has a cover U which is a 
central extension of M(Q) by Q. 

Proof. Let M be a complement of B2(Q, eX) in Z2(Q, eX), as in the lemma; 
note that the elements of M are factor sets Q x Q -> ex. Define K = M*. We 
first define a certain factor set s: Q x Q -> M*, and then construct the desired 
central extension from it. 

For each (x, y) E Q x Q, define s(x, y): M -> e x by f 1---+ f(x, y); thus, s(x, y) 
E M*, and there is a function s: Q x Q -> M* given by (x, y) 1---+ s(x, y). Now s 
satisfies the co cycle identity: for all x, y, Z E Q. 

s(y, z)s(xy, Z)-l s(x, yz)s(x, y)-l: f 1---+ f(y, z)f(xy, Zflf(x, yz)f(x, y)-l, 

and the last term is 1 because every f E M is a factor set. Similarly, s(l, y) = 

1 = s(x, 1) for all x, y E Q because, for example, s(l, y): f 1---+ f(l, y) = 1. There­
fore, s E Z2(Q, M*). Let U be the corresponding central extension of M* by Q. 
To see that U is a cover of Q, it suffices, by Lemmas 7.61 and 7.62, to prove that 
the transgression (i: M** -> M(Q) is an isomorphism. If [fJ E M(Q), then 
f E Z2(Q, eX); since Z2 = B2 X M,f has a unique expression f = bf', where 
bE B2(Q, eX), I' E M, and [fJ = [bf'] = [1'], Now J1(f') E e x makes sense 
for all J1 E M* (since I' EM), and it is easy to check that cp: M** -> ex, given 
by cp: J11---+ J1(f'), is a homomorphism. By definition, (i(cp) = [cp 0 s]. The 
composite cp 0 s: Q x Q -> M* -> e x sends (x, y) 1---+ s(x, y) 1---+ cp(s(x, y)) = 

s(x, y)(f') = f'(x, y); that is, cp 0 s = I' and (i(cp) = [cp 0 s] = [f'] = [fJ. 
Therefore, (i is surjective. But IM**I = IM(Q)I, since M ~ M(Q) is finite, and 
so (i must be an isomorphism. • 
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It should not be surprising that calculations of the multiplier are best done 
using techniques of Homological Algebra, Cohomology of Groups, and Rep­
resentation Theory; for example, see Huppert (1967, §V.2S) and Karpilovsky 
(1987). Indeed, the proofs given above fit into a general scheme (e.g., the 
transgression homomorphism () arises in the "five-term exact sequence" as 
the map Hi(K, eX) -+ H2(Q, eX». When Q is finite, we mention that M(Q) 
has been calculated in many cases; sometimes it is 1; sometimes it is not. 

EXAMPLE 7.17. Covers U of a finite group Q need not be unique. 

If V is the 4-group, consider the central extensions U of K ~ 7L2 by V, 
where U ~ Ds or U ~ Q, the quaternions. In each case, K = Z(U) = U', so 
that U is a central extension with K ::;; U'. It follows from Lemma 7.64 that 
M(V) =F 1. We shall see in Chapter 11 that M(V) = 7L 2 ; it will then follow 
from Lemma 7.63 that both Ds and Q are (nonisomorphic) covers of V. 

The following discussion comparing two central extensions of a group Q 
will be completed in Chapter 11 when we show that covers of perfect groups, 
in particular, covers of simple groups, are unique. Consider the commutative 
diagram 

1-K ~U 

'l 
> -

1_L~V-Q-l, 
II. 

where both rows are central extensions. We claim that IX(K) ::;; L. If a E K, 
then 1 = veal = JlIX(a), so that lX(a) E ker Jl = L. Denote the restriction of IX by 
13: K -+ L. If 13: K -+ L is any homomorphism, then there is a homomorphism 
13*: L* -+ K* given by t/J H t/J 013, where t/J: L -+ ex is in L*. 

The diagram gives two transgressions: denote them by ()u: K* -+ M(Q) and 
by ()v: L* -+ M(Q). 

Lemma 7.67. Consider the commutative diagram 

<=---+ U 
v 

Q- 1 1 -K -
P 1 ,j j 1, 

1 -L <=---+ V - Q- 1 
II. 

whose rows are central extensions. Then {)uf3* = {)v. 

Proof. Let e: Q x Q -+ K be a factor set o~ the t~p .ext~nsion; we may 
assume that U consists of all (a, x) E K x Q with multiphcation (a, x)(b, y) = 
(abe(x, y), xy) and with v(a, x) = x. Similarly, let f: Q x Q -+ L be a factor set 
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of the bottom extension, so that V consists of all (c, x) E L x Q with (c, x)(d, y) 
= (cdf(x, y), xy) and with {l(c, x) = x. 

Now a((I, x)) = (h(x), l(x)) E V, and x = v(l, x) = {la((I, x)) = {l((h(x), l(x)) 
= l(x); hence, x = l(x), and a(l, x) = (h(x), x). Note also that (a, x) = (a, 1)(1, x) 
for all a E K and x E Q. 

For all x, y E Q, 

a((I, x)(l, y)) = a((e(x, y), xy)) 

= a((e(x, y), 1)(1, xy)) 

= a((e(x, y), l))a((I, xy)) 

= ([30 e(x, y), l)(h(xy), xy), 

because a E K is identified with (a, 1) and [3((a, 1)) E L. On the other hand, 

a((I, x)(l, y)) = a((I, x))a((I, y)) 

= (h(x), x)(h(y), y) 

= (h(x)h(y)f(x, y), xy). 

Therefore, 
[30 e(x, y) = f(x, y)h(y)h(xyf1h(x); 

that is, 
[[30 eJ = [f] E M(Q). 

It follows easily, for any 1/1 E L*, that [1/1 0 [3 0 eJ = [1/1 0 f]. Hence, bU[3*(I/I) 
= bU(1/I 0 [3) = [1/1 0 [3 0 eJ = [1/1 0 f] = bV(I/I), as desired. • 

Theorem 7.68 (Alperin-Kuo, 1967). If Q is a finite group, e = exp(M(Q)), and 
e' = exp(Q), then ee' divides IQI. 

Proof (Brandis). We first show that if V is a finite group with subgroup 
K ~ V' (', Z(V), then exp(K) exp(V/K) divides I V/KI. Let A be an abelian 
subgroup with K ~ A ~ V, and let V: V --+ A be the transfer. Since A is 
abelian, K ~ V' :s; ker V, so that u E K implies V(u) = 1. By Theorem 7.47, if 
U E Z(V), then V(u) = un. Therefore, if U E K ~ V' (', Z(V), then xn = 1, and so 
e = exp(K) divides n = [V: A] = [V/K: A/K]. Hence, eIA/KI divides I V/KI. 
In particular, this holds for all cyclic subgroups A/K ~ V/K (for IV/KI does 
not depend on n). But e' = exp(V/K) divides IA/KI for all cyclic A/K, and so 
ee' divides I V/KI. 

If V is a cover of Q, then M(Q) ~ K ~ Z(V), for V is a central extension. 
Now K :s; V', by definition of cover, so that K ~ V' (', Z(V). By the first 
paragraph, exp(K)exp(V/K) divides IV/KI. But K ~ M(Q) and V/K ~ Q, 
and this gives the result. • 

We remark that Schur proved that if e = exp(M(Q)), then e2 divides IQI. 
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Theorem 7.69. If every Sylow subgroup of a finite group Q is cyclic, then 
M(Q) = 1. 

Proof. For such a group, exp(Q) = IQI. By Tlieorem 7.68, exp(M(Q» = 1, and 
so M(Q) = 1. • 

Corollary 7.70. 

(i) For every n ~ 1, M(Zn) = 1. 
(ii) If Q has squarefree order, then M(Q) = 1. 

There is a more general result which implies Theorem 7.69: if p is a prime 
divisor of I Q I and P is a Sylow p-subgroup of Q, then the p-primary compo­
nent of M(Q) can be imbedded in M(P). 

We shall return to the Schur mUltiplier in Chapter 11, for it is also related 
to presentations of groups. 

Derivations 

We again consider general data (Q, K, lJ) consisting of a group Q, an (addi­
tive) abelian group K, and a not necessarily trivial homomorphism lJ: Q -+ 

Aut(K) giving an action of Q on K. 

Definition. Given data (Q, K, lJ), a derivation (or crossed homomorphism) is a 
function d: Q -+ K such that 

d(xy) = xd(y) + d(x). 

The set Der(Q, K, lJ) of all derivations is an abelian group under the follow­
ing operation: if d, d' E Der(Q, K, lJ), then d + d': x 1-+ d(x) + d'(x). In partic­
ular, if lJ is trivial, then Der(Q, K) = Hom(Q, K). 

EXAMPLE 7.18. Let data (Q, K, lJ) be given. For fixed a E K, the function 
da : Q -+ K, defined by x 1-+ a - xa is easily checked to be a derivation: it is 
called the principal derivation determined by a. 

EXAMPLE 7.19. Let G be a semidirect product K ><I Q, so that G consists of all 
(a, x) E K x Q with (a, x) + (b, y) = (a + xb, xy). If y : G -t G is a stabiliz­
ing homomorphism, then y: (a, x) 1-+ (a + d(x), x) for some d(x) E K, and 
evaluating y«O, x) + (0, y» in two ways shows that d is a derivation. 

Theorem 7.71. Let G be an extension realizing data (Q, K, lJ). If A is the 
stabilizer of this extension, then 

A ~ Der(Q, K, lJ). 
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Proof. Regard G as all (a, x) E K x Q. As in Example 7.19, if YEA, then 
y: (a, x) 1--+ (a + d(x), x), where d is a derivation. Define cp: A -+ Der(Q, K, e) 
by cp(y) = d. Now cp is a homomorphism: if y' E A, then y': (a, x) 1--+ 

(a + d'(x), x), and y'y: (a, x) 1--+ (a + d(x) + d'(x), x). We see that cp is an iso­
morphism by constructing its inverse: if d is a derivation, define y: G -+ G by 
y: (a, x) 1--+ (a + d(x), x). • 

Lemma 7.72. Let G be a semidirect product K ~II Q, and let y: (a, x) 1--+ 

(a + d(x), x) be a stabilizing automorphism of G. Then y is an inner auto­
morphism if and only if d is a principal derivation. 

Proof. If d is a principal derivation, then there is b E K with d(x) = b - xb. 
Hence y(a, x) = (a + b - xb, x). But 

(b, 1) + (a, x) - (b, 1) = (b + a, x) 

= (b + a - xb, x), 

so that y is conjugation by (b, 1). 
Conversely, if y is conjugation by (b, y), then for all x E G, 

yeO, x) = (b, y) + (0, x) - (b, y) 

= (b, yx) + (-y-1b, y-l) 

= (b - yxy-1b, yxy-l). 

Since y is stabilizing, we must have yxy-l = x, so that 

yeO, x) = (b - xb, x). 

But yeO, x) = (d(x) , x), so that d(x) = b - xb is a principal derivation. • 

It is easy to see that PDer(Q, K, e), the set of all principal derivations, is a 
subgroup of Der(Q, K, e). 

Definition. Given data (Q, K, e), the first cohomology group Hl(Q, K, e) = 
Der(Q, K, e)/PDer(Q, K, e). 

If e is trivial, then Hl(Q, K, e) = Hom(Q, K). In particular, if Q is abelian 
and K = IC x, then Hl(Q, K) is the character group Hom(Q, IC X) = Q*. 

Theorem 7.73. If (Q, K, e) are data and G = H )411 Q, then 

Hl(Q, K, e) ~ Aut(G)/Inn(G). 

Proof. Let A be the stabilizer of the extension and let cp: A -+ Der(Q, K, e) 
be the isomorphism of Theorem 7.71. By Lemma 7.72, cp(A n Inn(G)) = 
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PDer(Q, K, 8). Hence 

Hi(Q, K, 8) = Der(Q, K, 8)/PDer(Q, K, 8) 

~ A/(A n Inn(G» 

~ A Inn(G)flnn(G) ~ Aut(G)/Inn(G). • 
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Since we will be dealing with two transversals in the next theorem, let us 
write the elements of a semidirect product G = K ~8 Q not as ordered pairs 
(a, x), but rather as sums a + l(x), where I: Q -+ G is a transversal. 

Theorem 7.74. Let G = K ~8 Q, where K is abelian, and let C and C be com­
plements of K in G. If Hi (Q, K, 8) = 0, then C and C are conjugate. 

Remark. By Theorem 7.34, the hypothesis is satisfied if H2(Q, K, 8) = O. 

Proof. Since C and C are complements of K, they are isomorphic: C ~ 
G/K ~ Q ~ C; choose isomorphisms I: Q -+ C and I': Q -+ C. Both C and C 
are also transversals of K in G, and so they determine factor sets f and f' 
(where, for example, I(x) + I(y) = f(x, y) + I(xy)). By Lemma 7.31, there is a 
function h: Q -+ K, namely, h(x) = l'(x) - I(x), with 

f'(x, y) - f(x, y) = xh(y) - h(xy) + h(x). 

Since 1 and I' are homomorphisms, it follows that both f and f' are identi­
cally zero. Thus, f'(x, y) - f(x, y) is identically zero, h(xy) = xh(y) + h(x), 
and h is a derivation. The hypothesis Hi(Q, K, 8) = 0 says that h is a princi­
pal derivation; that is, there is b E K with 

l'(x) - l(x) = h(x) = b - xb. 

Therefore, 

I'(x) = b + (-xb + I(x)) = b + I(x) - b; 

that is, C = b + C - b is a conjugate of C. • 

Definition. If d: Q -+ K is a derivation, then its kernel is 

ker d = {x E Q: d(x) = O}. 

For example, if da is a principal derivation, then ker da is the set of all x E Q 

which fix a. 

Lemma 7.75. Let (Q, K, 8) be data, and let d: Q -+ K be a derivation. 

(i) d(1) = o. 
(ii) d(x- i ) = - x-id(x). 

(iii) ker d is a subgroup of Q. 
(iv) d(x) = d(y) if and only if x-iy E ker d. 
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Proof. (i) d(1) = d(1' 1) = 1d(1) + d(1). 
(ii) 0 = d(1) = d(x- 1 x) = x-1d(x) + d(x- 1 ). 

(iii) 1 E ker d, by (i). If x, y E ker d, then d(x) = 0 = d(y). Hence, d(xy-l) = 
Xd(y-l) + d(x) = - xy-1d(y) + d(x) = O. Therefore, xy-l E ker d and so ker d 
is a subgroup of Q. 

(iv) Now d(x- 1y) = x-1d(y) + d(x- 1 ) = x-1d(y) - x-1d(x). Hence, if d(x) 
= d(y), then d(x- 1y) = O. Conversely, if d(x- 1y) = 0, then x-1d(y) = x-1d(x) 
and d(y) = d(x). • 

The subgroup ker d need not be a normal subgroup. 
We are going to use derivations to give another proof of the Schur­

Zassenhaus lemma. Given data (Q, K, 0), it is now more convenient to write 
the abelian group K multiplicatively. Assume that an abelian normal sub­
group K has finite index n in a group E, and let 11' ... , In be a left transversal 
of K in G; that is, E = Ui=l 1;K. As in Lemma 7.44, if e E E, then there is a 
unique K;(e) E K with eli = 1,,;K;(e), where (J is a permutation (depending on e). 
Define a;(e) = 1,,; K;(e) 1;;/ , so that 

eli = a;(e)l,,;, 

and define a function d: E --+ K by 

n 

d(e) = TI a;(e). 
;=1 

Lemma 7.76 (Gruenberg). Let K be an abelian normal subgroup of finite index 
in a group E, and let L = {11"'" in} be a left transversal of Kin E. 

(i) If 0: E --+ Aut(K) is defined by OAk) = eke-I, then the function d defined 
above is a derivation. 

(ii) If k E K, then d(k) = kn. 
(iii) If L is a complement of K in E, then L :::;; ker d. 
(iv) If k E K and e E E, then d(k- 1ek) = d(k)"d(e)d(kt 1• 

Proof. (i) If fEE, then fl; = a;(f)lr;, where r is a permutation. Now 

e(fl;) = ea;(f)lr; = ea;(f)e-1elr; 

= a;(f)eelr; = a;(f)ear;(e)lar;; 

si~ce (ef)l; = a;(ef)lw;, for some permutation (1), so that a;(ef) = a;(f)"ar;(e). 
Smce each a;(e) lies in the abelian group K, for e E E and 1 :::;; i :::;; n, and since 
r is a permutation, it follows that 

n n 

d(ef) = n ai(ef) = n a;(f)ear;(e) 
;=1 ;=1 

= Ca ai(f)e)Ca ari(e)) = d(f)ed(e). 

Therefore, d is a derivation. 
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(ii) If k E K, then K <J E implies lilkli E K. Thus, kli = l/(l;-lkl;) so that 
K;(k) = lilkl; and the permutation (T determined by k is the identity. But 
a;(k) = 'iKi(k)I;-l = k, for all i, and so d(k) = TIi=l a;(k) = kn. 

(iii) Recall that el; = 'aiK;(e); if e = Ij, then 'j'; = 1,1 for some I, E L, because 
L is now assumed to be a subgroup. Hence, K;(I) = 1 = ai(l) for all i (because 
ai is a conjugate of Ki), and so d(l) = 1 for every j. 

(iv) First, note that d(k-l)=d(ktl, by Lemma 7.75 (ii), because both k-l and 
d(ktl lie in the abelian group K. Now, d(k-lek) = d(ekr' d(k-l ) = d(ek)d(k-l), 
because both d(ek) and k-l lie in the abelian group K, and d(ek)d(k-l) = 
d(k)ed(e)d(k-l) = d(k)ed(e)d(k)-l. • 

The definition of the derivation d is reminiscent of the transfer; indeed, it is 
now easy to see that dlK is the transfer. 

The following proof is due to K. Gruenberg and B.A.F. Wehrfritz. 

Theorem 7.77 (=Theorems 7.40 and 7.41). Given data (Q, K, e) with Q a finite 
group, K a finite abelian group, and (IKI, IQI) = 1, then every extension G of 
K by Q realizing the data is a semidirect product; moreover, any two comple­
ments of K in G are conjugate. 

Proof. Let E be an extension of K by Q realizing the data and let I Q I = n. 
Define L = ker d, where d: Q --+ K is Gruenberg's derivation. By Lemma 7.75 
(iii), L is a subgroup of Q. We claim that L n K = 1. If a E K, then d(a) = an, 
by Lemma 7.76 (ii); if a E L, then d(a) = 1, by definition of kernel; hence, 
an = 1 for all a E L n K. But (IKI, n) = 1, by hypothesis, so that a = 1. Let us 
now see that E = KL. If e E E, then d(e) E K. Since (IKI, n) = 1, there is k E K 
with d(e) = k-n, by Exercise 1.31. Hence d(e) = k-n = fi.k- l ), by Lemma 7.76 
(ii), and so ke E L = ker d, by Lemma 7.75 (iv). Therefore, e = k-l(ke) E KL, 
and E is a semidirect product. 

We now show that if Y is another complement of Kin E, then Y and L are 
conjugate. Note that each of Y and L is a transversal of Kin E. Let Y = 
{Yl"'" Yn} and L = {Il , ... , 'n}, and write Yi = c;li for Ci E K. The derivation 
determined by L is d(e) = TIi ai(e); the derivation determined by Y is b(e) = 
TI; DC;(e), where DCi(e) E K and ey/ = DC;(e)y.;. But 

ey; = ec;l; = (ecie-l)elj = ciaj(e)laj = ciaj(e)c;;/Yaj; 

it follows that 'r = (T, DCj(e) = ciai(e)c;;/, and 

b(e) = TIDCi(e) = TI cia;(e)c;;l. 
i i 

If we define c = TI Cj , then C E K and 

b(e) = ced(e)c-1. 

Since (IKI, n) = 1, there is k E K with C = kn, by Exercise 1.31, and so c = d(k), 
by Lemma 7.76 (ii). Hence, d(k-1ek) = d(k)edfi.e)d(kt1 = ced(e)c-l, by Lemma 
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7.76 (iv). Therefore, 
<5(e) = d(k-1ek), 

so that L = ker d = k(ker <5)k-1 ~ kYk-l, by Lemma 7.75 (iii). But ILl = I YI, 
for both are complements of K, and so L = kYk-1• • 

EXERCISES 

7.54. If G = K )(10 Q, then every transversal 1: Q -+ G has the form I(x) = (d(x), x) for 
some d(x) E K. Show that I is a homomorphism if and only if d is a derivation. 

7.55. Give an example of a derivation d: Q -+ K whose kernel is not a normal sub­
group ofQ. 

7.56. If (J: Q -+ Aut(K) is trivial, then Hl(Q, K) ~ Hom(Q, K). Conclude that if B is an 
abelian group, then Hl (B, eX) ~ B*, the character group of B. 

7.57. Regard the elements of an extension G realizing data (Q, K, 0) as ordered pairs 
(a, x) E K x Q, let I: Q -+ G be the transversall(x) = (0, x), and letf: Q x Q -+ K 
be the corresponding factor set. If d: G -+ K is Gruenberg's derivation, show 
that d(a, x) = na + LYEQ f(x, y), where n = IQI· 

7.58. Let 1.3 = <a), let 1.2 = <x), and define an action 0 of 1.2 on 1.3 by a" = a-l. 
Show that Hl(1.2' 1.3, 0) = O. (Hint. 83 ~ 1.3 )(I 1.2, and Aut(83)/Inn(83) = 1.) 

7.59. Let cp: G -+ G be a homomorphism, and let G act on itself by conjugation: if 
g, x E G, then g" = xgx- l • Show that d: G -+ G, defined by d(g) = gcp(gfl, satis­
fies the equation 

d(gg') = d(g')9d(g). 

(Thus, d would be a derivation if G were abelian. This function d has already 
arisen in Exercise 1.50 and in the proof of Theorem 7.33.) 

Given data (Q, K, 0), there are cohomology groups Hi(Q, K, 0) for all i ~ 0 
and homology groups Hi(Q, K, 0) for all i ~ o. Cohomology of Groups is 
the interpretation and computation of these groups. We have already 
discussed the cohomology groups Hi(Q, K, 0) for i = 1, 2. The group 
H°(Q, K, 0) consists of fixed points: 

H°(Q, K, 0) = {a E K: xa = a for all x E Q}; 

the group H 3 (Q, K, 0) is involved with obstructions: what sorts of data can 
extensions with nonabelian kernels realize. Now Ho(Q, K) is the maximal 
Q-trivial quotient of K. If K = 7L and 0 is trivial, then the first homology 
group H1 (Q, 7L) ~ Q/Q' and, when Q is finite, the second homology group 
H2(Q, 7L) ~ M(Q). There are also some standard homomorphisms between 
these groups, one of which, corestriction, generalizes the transfer. A funda­
mental idea is to construct the group ring TLG of a group G and to observe 
that G acting on an abelian group K corresponds to K being a 7LG-module. 
Indeed, our notation Hi(Q, K, 0) is usually abbreviated to Hi(Q, K) by 
assuming at the outset that K is a 7LG-module. 



CHAPTER 8 

Some Simple Linear Groups 

The Jordan-Holder theorem tells us that once we know extensions and 
simple groups, then we know all finite groups. There are several infinite 
families of finite simple groups (in addition to the cyclic groups of prime 
order and the large alternating groups), and our main concern in this chapter 
is the most "obvious" of these, the projective unimodular groups, which arise 
naturally from the group of all matrices of determinant lover a field K. Since 
these groups are finite only when the field K is finite, let us begin by examining 
the finite fields. 

Finite Fields 

Definition. If K is a field, a subfield of K is a sub ring k of K which contains 
the inverse of every nonzero element of k. A prime field is a field k having no 
proper subfields. 

Theorem 8.1. Every field K contains a unique prime sub field k, and either 
k ~ (I) or k ~ 7L.p for some prime p. 

Proof. If k is the intersection of all the subfields of K, then it is easy to check 
that k is the unique prime subfield of K. Define x: 7L. -+ K by x(n) = nl, where 
1 denotes the "one" in K. It is easily checked that X is a ring homomorphism 
with im X c k. Since K is a field, im X is a domain and ker X must be a prime 
ideal in 7L.. Therefore, either ker X = 0 or ker X = (p) for some prime p. In the 
first case, im X ~ 7L. and k contains an isomorphic copy F of the fraction field 
of 7L., namely, (I); as k is a prime field, k = F ~ (I). In the second case, k 
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contains an isomorphic copy E of Z/ker X = Zp, which is a field; as k is a 
prime field, k = E ~ Zp. • 

Definition. If K is a field with prime field k, then K has characteristic 0 if 
k ~ ([) and K has characteristic p if k ~ Zp. 

Observe that if K has characteristic p ;;::: 0, then pa = 0 for all a E K. 

Corollary 8.2. If K is a finite field, then I K I = p" for some prime p and some 
n ;;::: 1. 

Proof. If k is the prime field of K, then k i=. ([) because K is finite; therefore, 
k ~ Zp for some prime p. We may view K as a vector space over Zp (the 
"vectors" are the elements of K, the "scalars" are the elements of k, and the 
"scalar multiplication" art., for a E k and rt. E K, is just their product in K); if K 
has dimension n, then IKI = pO. • 

There exist infinite fields of prime characteristic; for example, the field of all 
rational functions over Zp (i.e., the fraction field of Zp[x]) is such a field. 

The existence and uniqueness of finite fields are proven in Appendix VI: for 
every prime p and every integer n ;;::: 1, there exists a field with p" elements 
(Theorem VI.19); two finite fields are isomorphic if and only if they have the 
same number of elements (Theorem VI.20). Finite fields are called Galois 
fields after their discoverer; we thus denote the field with q = p" elements by 
GF(q) (another common notation for this field is IFq), though we usually 
denote GF(p) by Zp-

Recall that if E is a field, k is a subfield, and nEE, then k(n), the subfield of 
E obtained by adjoining n to k, is the smallest subfield of E containing k and 
n; that is, k(n) is the intersection of all the subfields of E containing k and n. 

Definition. A primitive element of a finite field K is an element n E K with 
K = k(n), where k is the prime field. 

Lemma 8.3. There exists a primitive element n of GF(p"); moreover, n may be 
chosen to be a root of an irreducible polynomial g(x) E Zp[x] of degree n. 

Proof. Let q = p" and let K = GF(q). By Theorem 2.l8(ii), the multiplicative 
group K X is cyclic; clearly, any generator n of K X is a primitive element of K 
(there can be primitive elements of K that are not generators of KX). By 
Lagrange's theorem, nq- 1 = 1 (for I K x I = q - 1), and so n is a root of f(x) = 
x q - 1 - 1. Factoring f(x) into a product of irreducible polynomials in k[x] 
(where k ~ Zp is the prime field) provides an irreducible g(x) E k[x] having n 
as a root. If g(x) has degree d, then k(n) is a subfield of K with [k(n) : k] = d 
(Theorem VI.21 in Appendix VI); therefore, Ik(n)1 = pd. But k(n) = K (be­
cause n is a primitive element) and so d = n. • 
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Theorem 8.4. If p is a prime, then the group Aut(GF(pn)) of all field automor­
ph isms of GF(pn) is cyclic of order n. 

Proof. Let k be the prime field of K = GF(pn). If n is a primitive element of 
K, as in the lemma, then there is an irreducible polynomial g(x) E k[x] of 
degree n having n as a root. Since every cp E Aut(K) must fix k pointwise 
(because cp(l) = 1), Lemma 5.1 shows that cp(n) is also a root of g(x). As 
K = k(n), Lemma 5.2 shows that cp is completely determined by cp(n). It 
follows that [Aut(K)[ ~ n, because g(x), having degree n, has at most n roots. 
The map a: K ~ K, given by O'(a) = aP, is an automorphism of K. If 1 ~ i < n 
and O' i = 1, then a = api for every a E K. In particular, npLI = 1, contra­
dicting n having order pn - 1 in KX. Therefore, <a) ~ Aut(K) is cyclic of 
order n, and so Aut(K) = (0). • 

We remark that Aut(GF(pn)) is the Galois group Gal(GF(pn)jZp), for 
every cp E Aut(GF(pn)) fixes the prime field Zp pointwise. 

The General Linear Group 

Groups of nonsingular matrices are as natural an object of study as groups 
of permutations: the latter consists of "automorphisms" of a set; the former 
consists of automorphisms of a vector space. 

Definition. If V is an m-dimensional vector space over a field K, then the 
general linear group GL(V) is the group of all nonsingular linear transforma­
tions on V (with composite as operation). 

If one chooses an ordered basis {e I, ... , em} of V, then each T E G L( V) 
determines a matrix A = [au], where Tej = LiaiA (the jth column of A con­
sists of the coordinates of TeJ The function n-~ A is an isomorphism 
GL(V) ~ GL(m, K), where GL(m, K) is the multiplicative group of all m x m 
nonsingular matrices over K. When K = GF(q), we may write GL(m, q) 

instead of GL(m, K). 

Theorem 8.5. [GL(m, q)[ = (qm _ l)(qm _ q) ... (qm _ qm-l). 

Proof Let V be an m-dimensional vector space over a field K, and let 
{e I' ... , em} be an ordered basis of V. If iJ6 denotes the family of all ordered 
bases of V, then there is a bijection GL(V) ~ iJ6: if T is nonsingular, then 
{Te I' ... , Tem } is an ordered basis of V; if {v I' ... , vm } is an ordered basis, 
then there exists a unique nonsingular T with Tei = Vi for all i. 

Let {v I' ... , vm } be an ordered basis of V. Since. there are ( vectors in. V, 
there are qm - 1 candidates for VI (the zero vector IS not a candIdate). Havmg 
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chosen v1, the candidates for Vz are those vectors in V not in <V1)' the 
subspace spanned by v1; there are thus qm - q candidates for Vz. More gener­
ally, having chosen an independent set {V1' ... , v;}, we ~ay choose vi+1 to be 
any vector not in <v1, ... , Vi)' and so there are qm - q' candidates for Vi+1· 

The result follows. • 

Notation. If V is an m-dimensional vector space over K = GF(q), if t is a 
nonnegative integer, and if n is a primitive element of K, then 

M(t) = {A E GL(V): det A is a power of nt}. 

Lemma 8.6. If n = IGL(m, q)1 and if t is a divisor of q - 1, then M(t) is a 
normal subgroup of GL(m, q) of order nit. Moreover, if q - 1 = P1 ... p" where 
the Pi are (not necessarily distinct) primes, then the following normal series is 
the beginning of a composition series: 

GL(m, q) = M(1) > M(P1) > M(P1PZ) > ... > M(q - 1) > 1. 

Proof. Let K = GF(q). Use the correspondence theorem in the setting 

det: GL(m, q) -+ KX. 

If t divides q - 1 = 1 K x I, then the cyclic subgroup < nt) of K x is normal (K x 

is abelian), has order (q - 1)/t, and has index t. Since M(t) is the subgroup of 
GL(m, q) corresponding to <nt), it is a normal subgroup of index thence 
order nit. Now IM(P1 ... P;)/M(P1 ... Pi+1)1 = (n/P1 ... Pi)/(n/P1 ... pi+d = Pi+1; 
since the factor groups have prime order, they are simple. • 

Definition. A matrix (or linear transformation) having determinant 1 is called 
unimodular. 

The subgroup M(q - 1) consists of all the unimodular matrices, for 
n q - 1 = 1. 

Definition. If V is an m-dimensional vector space over a field K, then the 
special linear group SL(V) is the subgroup of GL(V) consisting of all the 
unimodular transformations. 

Choosing an ordered basis of V gives an isomorphism SL(V) -+ SL(m, K), 
the group of all unimodular matrices. If K = GF(q), we may denote SL(m, K) 
by SL(m, q). 

The following elementary matrices are introduced to analyze the structure 
ofSL(m, K). 

Definition. Let A be a nonzero element of a field K, and let i "# j be integers 
between 1 and m. An elementary transvection Bij(A) is the m x m matrix differ­
ing from the identity matrix E in that it has A as its ij entry. A transvection is 
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a matrix B that is similar to some Bij(A}; that is, B is a conjugate of some B .. (A} 
. Y 
In GL(m,K}. 

Every transvection is unimodular. Note that the inverse of an elementary 
transvection is another such: Bij(Af1 = Bij( - A}; it follows that the inverse of 
any transvection is also a transvection. 

If A E GL(m, K}, then Bij(A}A is the matrix obtained from A by adding A 
times its jth row to its ith row. 

Lemma 8.7. Let K be a field. If A E GL(m, K} and det A = Jl., then A = 
UD(Jl.}, where U is a product of elementary transvections and D = 
diag{1, 1, ... , 1, Jl.}. 

Proof. We prove, by induction on t :::; m - 1, that A can be transformed, by 
a sequence of elementary operations which add a multiple of one row to 
another, into a matrix of the form 

where E t is the txt identity matrix. 
For the base step, note that the first column of A is not zero (A is non­

singular). Adding some row to the second row if necessary, we may assume 
that 0(21 =1= O. Now add O(2"t(1 - 0(11} times row 2 to row 1 get entry 1 in the 
upper left corner. We may now make the other entries in column 1 equal 
corner. We may now make the other entries in column 1 equal to zero by 
adding suitable multiples of row 1 to the other rows, and so A has been 
transformed into A 1 • 

For the inductive step, we may assume that A has been transformed into a 
matrix At as displayed above. Note that C is nonsingular (for det At = det C). 
Assuming that C has at least two rows, we may further assume, as in the base 
step, that its upper left corner Yt+1,t+1 = 1 (this involves only the rows of C, 
hence does not disturb the top t rows of At). Adding on a suitable multiple of 
row t + 1 to the other rows of At yields a matrix At+1 . 

We may now assume that A has been transformed into 

where Jl. E K and Jl. =1= O. Adding suitable multiples of the last row to the other 
rows cleans out the last column, leaving D(Jl.}. 

In terms of matrix multiplication, we have shown that there is a matrix P, 
which is a product of elementary transvections, with P A = D(Jl.}. Therefore, 
A = p-1 D(Jl.}; this completes the proof because the inverse of an elementary 
transvection is another such. • 
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Theorem 8.8. 

(i) GL(m, K) is a semidirect product of SL(m, K) by K x . 

(ii) SL(m, K) is generated by elementary transvections. 

Proof. (i) We know that SL <l GL (because SL = ker det), and it is easy to see 
that L1 = {D(Jl): Jl E K X} (~ K X) is a complement of SL. 

(ii) By (i), each A E GL has a unique factorization A = UD(Jl), where 
U E SL, D(Jl) E L1, and det A = Jl. Therefore, A is unimodular if and only if 
A = U. The result now follows from Lemma 8.7. • 

Notation. If V is an m-dimensional vector space over a field K, let Z(V) denote 
the subgroup of GL(V) consisting of all scalar transformations, and let SZ(V) 
be the subgroup of Z(V) consisting of all unimodular scalar transformations. 

Let Z(m, K) ~ Z(V) denote the subgroup of all m x m scalar matrices IXE, 

and let SZ(m, K) ~ SZ(V) denote the subgroup of all IXE with IX'" = 1. If 
K = GF(q), we may also denote these subgroups by Z(m, q) and SZ(m, q), 
respectively. 

Theorem 8.9. 

(i) The center of GL(V) is Z(V). 
(ii) The center of SL(m, K) is SZ(m, K). 

Proof. (i) If T E GL(V) is not a scalar transformation, then there is v E V with 
{v, Tv} independent; extend this to a basis {v, Tv, U3' ... , um} of V. It is easy to 
see that {v, v + Tv, u3, ... , um} is also a basis of V, so that there is a (non­
singular) linear transformation S: V --+ V with Sv = v, S(Tv) = v + Tv, and 
SUi = Ui for all i ~ 3. Now T and S do not commute, for TS(v) = Tv while 
ST(v) = v + Tv. Therefore, T ¢ Z(GL(V», and it follows that Z(GL(V» = 
Z(V). 

(ii) Assume now that T E SL(V), that T is not scalar, and that S is the 
linear transformation constructed in (i). The matrix of S relative to the basis 
{v, Tv, u3, ... , um } is the elementary transvection B12(1), so that det(S) = 1 
and S E SL(V). As in (i), T ¢ Z(SL(V»; that is, if T E Z(SL(V», then T = IXE 

for some IX E K. Finally, det(IXE) = IXm, and so IXm = 1, so that SZ(V) = 
Z(SL(V». • 

Theorem 8.10.ISZ(m, q)1 = d, where d = (m, q - 1). 

Proof. Let K = GF(q). We first show, for all IX E K X , that IX'" = 1 if and only 
if IXd = 1. Since d divides m, IXd = 1 implies IXm = 1. Conversely, there are 
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integers a and b with d = am + b(q - 1). Thus 

because aq - 1 = 1. Hence am = 1 gives 1 = ama = ad. 
It follows that SZ(m, q) ~ {a E K x: am = 1} ~ {a E K x: ad = 1}. Therefore, 

if n is a generator of K X
, then SZ(m, q) ~ <no/d> and hence \SZ(m, q)\ = 

d .• 

Our preceding discussion allows us to lengthen the normal series III 

Lemma 8.6 as follows: 

GL(m, q) > M(pd > M(P1P2) > ... > SL(m, q) > SZ(m, q) > 1. 

The center SZ(m, q) is abelian and so its composition factors are no secret 
(they are cyclic groups of prime order, occurring with multiplicity, for all 
primes dividing q - 1). We now consider the last factor group in this series. 

Definition. If V is an m-dimensional vector spaces over a field K, the projec­
tive unimodular group PSL(V) is the group SL(V)jSZ(V). 

A choice of ordered basis of V induces an isomorphism <p: SL(V) ~ 
SL(m, K) with <p(SZ(V)) = SZ(m, K), so that PSL(V) ~ SL(m, K)jSZ(m, K). 
The latter group is denoted by PSL(m, K). When K = GF(q), we may denote 
PSL(m, K) by PSL(m, q). 

We shall see, in Chapter 9, that these groups are intimately related to 
projective geometry, whence their name. 

Theorem 8.11. If d = (m, q - 1), then 

IPSL(m,q)1 = (qm _l)(qm _ q) ... (qm _ qm-l)jd(q -1). 

Proof. ImPlediate from Theorems 8.5 and 8.10. • 

EXERCISES 

8.1. Let H <J SL(2,K), and let A E H. Using the factorization A = UD(Il) in the 

[ Ct: P] 1 h' K X proof of Theorem 8.8, show that if A = P Y r5 P- , then t ere 1S Il E 

such that H contains [:y ll~lPl 
8.2. Let B = Bij(1) E GL(m, K) = G. Prove that CG(B) consists of all those nonsin~u­

lar matrices A = [aij] whose ith column, aside from aii' and whose jth row, aS1de 
from aii , consist of all O's. 
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8.3. Let L\ :$ GL(m, K) be the subgroup of all nonsingular diagonal matrices. 
(i) Show that L\ is an abelian self-centralizing subgroup; that is, if A E GL(m, K) 

commutes with every D E L\, then A E ~. 
(ii) Use part (i) to give another proof that Z(GL(m, K)) = Z(m, K) consists of the 

scalar matrices. 

PSL(2, K) 

In this section, we concentrate on the case m = 2 with the aim of proving that 
PSL(2, q) is simple whenever q > 3. We are going to see that elementary 
transvections play the same role here that 3-cycles play in the analysis of the 
alternating groups. 

Definition. A field K is perfect if either it has characteristic 0 or it has prime 
characteristic p and every A E K has a pth root in K. 

If K has prime characteristic p, then the map F: K ~ K, given by A 1-+ A P, is 
an injective homomorphism. If K is finite, then F must be surjective; that is, 
every finite field is perfect. Clearly, every algebraically closed field K is per­
fect. An example of a nonperfect field is K = Zp(x), the field of all rational 
functions with coefficients in Zp; the indeterminate x does not have a pth root 
in Zp(x). 

Lemma 8.12. Let K be a field which either has characteristic # 2 or is perfect 
of characteristic 2. If a normal subgroup H of SL(2, K) contains an elementary 
transvection B12 (A) or B2l (A), then H = SL(2, K). 

Proof. Note that if B12(A) E H, then UBzI (A) U- I = Bn( -A), where 

U=[~ -~l 
By Theorem 8.8(ii), it suffices to prove that H contains every elementary 
transvection. Conjugate B12 (A) by a unimodular matrix: 

[~ ~][~ ~][ ~y -fJ] = [1 -Acty 
ct _ Ay2 

In particular, if y = 0, then ct # 0 and this conjugate is B12(Act2 ). Since H is 
normal in SL, these conjugates lie in H. Define 

r = {O} u {J1 E K: Bu(J1) E H}, 

It is easy to see that r is a subgroup of the additive group K, and so it 
contains all elements of the form A(ct2 - fJ2), where ct, fJ E K. 

We claim that r = K, and this will complete the proof. If K has character-
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istic -=f. 2, then each 11 E K is a difference of squares: 

11 = [1(11 + 1)]2 - n(1l - 1)]2. 

For each 11 E K, therefore, there are a,f3 E K with A -1 11 = a2 - 132 , so that 
11 = A(a2 - 13 2 ) E r, and r = K. If K has characteristic 2 and is perfect, then 
every element in K has a square root in K. In particular, there is a E K with 
A -1 11 = a2 , and r contains Aa2 = 11. • 

The next theorem was proved by C. Jordan (1870) for q prime. In 1893, 
after F. Cole had discovered a simple group G of order 504, E.H. Moore 
recognized G as PSL(2, 8), and then proved the simplicity of PSL(2, q) for all 
prime powers q > 3. 

Theorem 8.13 (Jordan-Moore). The groups PSL(2, q) are simple if and only if 
q> 3. 

Proof. By Theorem 8.11, 

IPSL(2, )1 = {(q+ l)q(q-l) if q = 2n , 

q !(q + l)q(q - 1) if q = pn, p an odd prime. 

Therefore, PSL(2, 2) has order 6 and PSL(2, 3) has order 12, and there are no 
simple groups of these orders. 

Assume now that q ~ 4. It suffices to prove that a normal subgroup H of 
SL(2, q) which contains a matrix not in SZ(2, q) must be all of SL(2, q). 

Suppose that H contains a matrix 

where a -=f. ± 1; that is, a2 -=f. 1. If B = B21 (1), then H contains the commutator 
BAB-1 A -1 = B21 (1 - a- 2), which is an elementary transvection. Therefore, 
H = SL(2, q), by Lemma 8.12. 

To complete the proof, we need only display a matrix in H whose top row 
is [a 0], where a -=f. ± 1. By hypothesis, there is a matrix M in H, not in 
SZ(2, q), and M is similar to either a diagonal matrix or a matrix of the form 

[0 -lJ 
1 13 ' 

for the only rational canonical forms for a 2 x 2 matrix are: two 1 x 1 blocks 
(i.e., a diagonal matrix) or a 2 x 2 companion matrix (which has the above 
form because it is unimodular). In the first case, Exercise 8.1 shows that 

since C is unimodular, af3 = 1; since M is not in SZ(m, q), a -=f. 13· It follows 
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that IX "# ± 1, and C is the desired matrix. In the second case, Exercise 8.1 
shows that H contains 

D=[~ _;-1]-
If T = diag{ 1X-1, IX}, where IX is to be chosen, then H contains the commutator 

U = TDT-1D-1 = [JlP(::~ 1) ~2J. 
We are done if 1X-2 "# ± 1; that is, if 1X4 "# 1. If q > 5, then such an IX exists, for 
a field contains at most four roots of X4 - 1. If q = 4, then every Jl E K 
satisfies the equation X4 - x = 0, so that IX "# 1 implies 1X4 "# 1. 

Only the case GF(5) ~ 7Ls remains. Consider the factor P occurring in the 
lower left corner A = JlP(1X 2 - 1) of U. If P "# 0, choose IX = [2] E 7L s; then 
1X2 - 1 "# 0 and U = B21 (A). Hence H contains the elementary transvection 
U2 = B21 ( - 2A) and we are done. If P = 0, then 

[ 0 -lJ D= Jl -~ EH. 

Therefore, the normal subgroup H contains 

B12(V)DBd -v) = [:v 
for all v E 7L s. If v = 2Jl-1, then the top row of this last matrix is [2 0], and 
the theorem is proved. • 

Corollary 8.14. If K is an infinite field which either has characteristic "# 2 or 
is perfect of characteristic 2, then PSL(2, K) is a simple group. 

Proof. The finiteness of K in the proof of the theorem was used only to satisfy 
the hypotheses of Lemma 8.12. • 

Remark. In Theorem 9.48, we will prove that PSL(2, K) is simple for every 
infinite field. 

Corollary 8.15. SL(2, 5) is not solvable. 

Proof. Every quotient of a solvable group is solvable. • 

We have exhibited an infinite family of simple groups. Are any of its mem­
bers distinct from simple groups we already know? Using Theorem 8.11, we 
see that both PSL(2, 4) and PSL(2, 5) have order 60. By Exercise 4.37, all 
simple groups of order 60 are isomorphic: 

PSL(2, 4) ~ As ~ PSL(2, 5). 
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If q = 7, however, then we do get a new simple group, for IPSL(2, 7)1 = 168, 
which is neither prime nor !n!. If we take q = 8, we see that there is a simple 
group of order 504; if q = 11, we see a simple group of order 660. (It is known 
that the only other isomorphisms involving An's and PSLs, aside from those 
displayed above, are Exercise 8.12: PSL(2, 9) ~ A6 (these groups have order 
360); Exercise 9.26: PSL(2, 7) ~ PSL(3, 2) (these groups have order 168); The­
orem 9.73: PSL(4, 2) ~ As (these groups have order 20, 160).) 

EXERCISES 

8.4. Show that the Sylow p-subgroups of SL(2, 5) are either cyclic (when p is odd) or 
quaternion (when p = 2). Conclude that SL(2, 5) *- S5' 

8.5. What is the Sylow 2-subgroup of SL(2, 3)? 

8.6. (i) Show that PSL(2, 2) ;:;; S3' 
(ii) Show that SL(2, 3) *- S4 but that PSL(2, 3) ;:;; A4 . 

8.7. What are the composition factors of GL(2, 7)? 

8.8. Show that if H <I GL(2, K), where K has more than three elements, then either 
H ~ Z(GL(2, K)) or SL(2, K) ~ H. 

8.9. (i) What is the commutator subgroup of GL(2, 2)? 
(ii) What is the commutator subgroup of GL(2, 3)? 

(iii) If q > 3, prove that the commutator subgroup of GL(2, q) is SL(2, q). 

8.10. Prove, for every field K, that all transvections are conjugate in GL(2, K). 

8.11. Let A be a unimodular matrix. Show that A determines an involution in 
PSL(2, K) if and only if A has trace 0, and that A determines an element of order 
3 in PSL(2, K) if and only if A has trace ± 1. (Hint. Use canonical forms.) 

8.12. Prove that any two simple groups of order 360 are isomorphic, and conclude 
that PSL(2, 9) ;:;; A 6 . (Hint. Show that a Sylow 5-subgroup has six conjugates.) 

PSL(m, K) 

The simplicity of PSL(m, K) for all m ~ 3 and all fields K will be proved in 
this section. In 1870, C. Jordan proved this theorem for K = 7L p ' and L.E. 
Dickson extended the result to all finite fields K in 1897, four years after 
Moore had proved the result for m = 2. The proof we present, due to E. 
Artin, is much more elegant than matrix manipulations (though we prefer 

matrices when m = 2). 
An m x m elementary transvection Bi/A) represents a linear transforma-

tion T on an m-dimensional vector space V over K. There is an ordered basis 
{Vi' ... , vm } of V with TVI = VI for alII # i and with TVi = Vi + AVj • Note that 
T fixes every vector in the (m - I)-dimensional subspace H spanned by all 

VI # Vi' 
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Definition. If V is an m-dimensional vector space over a field K, then a 
hyperplane H in V is a subspace of dimension m - 1. 

The linear transformation T arising from an elementary transvection fixes 
the hyperplane H pointwise. If WE V and W f/; H, then (w) = {JLw: JL E K} is 
a transversal of H in V: the vector space V, considered as an additive group, 
is the disjoint union of the cosets H + JLw. Hence, every vector v E V has a 
unique expression of the form 

v = JLW + h, JL E K, hE H. 

Lemma 8.16. Let H be a hyperplane in V and let T E GL(V) fix H pointwise. If 
W E V and W f/; H, then 

T(w) = JLW + ho 

for some JL E K and ho E H. Moreover, given any v E V, 

T(v) = JLW + hi, 

for some hi E H. 

Proof. We observed above that every vector in V has an expression of the 
form AW + h. In particular, T(w) has such an expression. If v E V, then v = 
AW + h" for some A E K and h" E H. Since T fixes H, 

T(v) = AT(w) + h" = A(JLW + ho) + h" 

= JL(AW + h") + [(1 - JL)h" + Aho] 

= JLV + hi. • 

The scalar JL = JL(T) in Lemma 8.16 is thus determined uniquely by any T 
fixing a hyperplane pointwise. 

Definition. Let T E GL(V) fix a hyperplane H pointwise, and let JL = JL(T). If 
JL #- 1, then T is called a dilatation; if JL = 1 and if T #- lv, then T is called a 
transvection. 

The next theorem and its corollary show that the transvections just defined 
are precisely those linear transformations arising from matrix transvections. 

Theorem 8.17. Let T E GL(V) fix a hyperplane H pointwise, and let JL = JL(T). 

(i) If T is a dilatation, then T has a matrix D(JL) = diag{1, ... , 1, JL} (relative 
to a suitable basis of V). 

(ii) If T is a transvection, then T has matrix B12(1) (relative to a suitable basis 
of V). Moreover, T has no eigenvectors outside of H in this case. 

Proof. Every nonzero vector in H is an eigenvector of T (with eigenvalue 1); 
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are there any others? Choose W E V with W rf: H; since T fixes H pointwise, 

Tw = p,w + h, 

If v E V and v rf: H, the lemma gives 

where hE H. 

Tv = p,v + h', 

where h' = (1 - p,)h" + Aho E H. If v is an eigenvector of T, then Tv = f3v for 
some f3 E K. But Tv = f3v if and only if f3 = p, and Ah = (p, - l)h": sufficiency 
is obvious; conversely, if f3v = p,v + h', then (f3 - p,)v = h' E (v) n H = o. 

(i) If T is a dilatation, then p, - 1 #- 0 and h" = A(p, - 1)-l h. It follows 
that v = w + (p, - 1)-lh is an eigenvector of T for the eigenvalue p. If 
{vl,· .. ,vrn-d is a basis of H, then adjoining v gives a basis of V, and the 
matrix of T relative to this basis is D(p) = diag{l, ... ,1, p}. 

(ii) If T is a transvection, then p = 1. Choose w rf: H so that Tw = w + h, 
where h E Hand h #- o. If v rf: H is an eigenvector of T, then cw = Tv = v + h 
for some Cl E K; hence, (Cl - l)v E (v) n H = 0, so that Cl = 1 and Tv = v. It 
follows that T = lv, contradicting the proviso in the definition of transvec­
tion excluding the identity. Therefore, T has no eigenvectors outside of H. If 
{h, h3' ... , hrn} is a basis of H, then adjoining w as the first vector gives an 
ordered basis of V, and the matrix of T relative to this basis is BI2(1). • 

Corollary S.lS. All transvections in GL(m, K) are conjugate. 

Proof. Since transvections are, by definition, conjugates of elementary trans­
vections, it suffices to prove that any two elementary transvections are conju­
gate to B21(1). Let V be an m-dimensional vector space over K with basis 
{VI' ... , vrn}, and let T be the linear transformation with TVI = VI + V2 and 
TVI = VI for all I ~ 2. If i #- j and A#- 0, define a new ordered basis {ul , ... , urn} 
of V as follows: put VI in position i, put A -IV2 in position j, and fill the 
remaining m - 2 positions with v3, ... , Vrn in this order (e.g., if m = 5, i = 2, 
and j = 4, then {u 1 , ... , us} = {V3' VI' v4 , r1V2' vs})· The matrix of T rela­
tive to this new ordered basis is easily seen to be Bij(.4). Therefore B21 (1) and 
Bij(A) are similar, for they represent the same linear transformation relative to 
different choices of ordered basis. • 

If T E GL(V) is a transvection fixing a hyperplane H and if w rf: H, then 
Tw = w + h for some nonzero hE H. If v E V, then v = AW + h" for some 
A E K and h" E H, and (*) in the proof of Lemma 8.16 gives Tv = v + Ah 
(because 1 - p = 0). The function q;: V ~ K, defined by q;(v) = q;(AW + h) = 
A is a K-linear transformation (i.e., it is a linear functional) with kernel H. For 
each transvection T, there is thus a linear functional q; and a vector h E ker q; 

with 
Tv = v + q;(v)h for all v E V. 

Notation. Given a nonzero linear functional q; on V and a nonzero vector 



230 8. Some Simple Linear Groups 

h E kef(p, define {q>, h}: V --+ V by 

{q>, h}: V 1-+ V + q>(v)h. 

It is clear that {q>, h} is a transvection; moreover, for every transvection T, 
there exist q> #- 0 and h #- 0 with T = {q>, h}. 

Lemma 8.19. Let V be a vector space over K. 

(i) If q> and ljJ are linear functionals on V, and if h, I E V satisfy q>(h) = ljJ(h) = 
q>(I), then 

{q>, h} 0 {q>, I} = {q>, h + I} and {q>, h} 0 {ljJ, h} = {q> + ljJ, h}. 

(ii) For all oc E K X , 

{ocq>, h} = {q>, och}. 

(iii) {q>, h} = {ljJ, I} if and only if there is a scalar oc E K X with 

ljJ = ocq> and h = ocl. 

(iv) If S E GL(V), then 

Proof. All are routine. For example, let us prove half of (iii). If {q>, h} = {ljJ, I}, 
then q>(v)h = ljJ(v)1 for all v E V. Since q> #- 0, there is v E V with q>(v) #- 0, so 
that h = q>(v)-lljJ(v)l; if oc = q>(vtlljJ(V), then h = ocl. To see that ljJ(u) = ocq>(u) 
for all u E V, note that q>(u) = 0 if and only if ljJ(u) = 0 (because both h, I #- 0). 
If ljJ(u) and q>(u) are nonzero, then h = q>(utlljJ(u)1 implies q>(utlljJ(U) = 
q>(vtlljJ(V) = oc, and so ljJ = ocq>. • 

Theorem 8.20. The commutator subgroup of GL(V) is SL(V) unless V is a 
two-dimensional vector space over 7L 2 • 

Proof. Now det: GL --+ K X has kernel SL and GL/SL ~ KX; since K X is 
abelian, (GL)' ~ SL. 

For the reverse inclusion, let v: GL --+ GL/(GL)' be the natural map. By 
Corollary 8.18, all transvections are conjugate in GL, and so v(T) = v(T') for 
all transvections T and T'; let d denote their common value. Let T = {q>, h} 
be a transvection. If we avoid the exceptional case in the statement, then H 
contains a nonzero vector I (not necessarily distinct from h) with h + I #- O. 
By the lemma, {q>, h} 0 {q>, I} = {q>, h + I} (these are transvections because 
I#-O and h + I #- 0). Applying v to this equation gives d2 = d in GL/(GL)" 
whence d = 1. Thus, every transvection T E ker v = (GL)'. But SL is gener­
ated by the transvections, by Theorem 8.8(ii), and so SL ~ (GL)'. • 

If V is a two-dimensional vector space over 7L 2 , then GL(V) is a genuine 
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exception to the theorem. In this case, 

GL(V) = SL(V) ~ SL(2, 2) ~ PSL(2, 2) ~ S3' 

and (S3)' = A 3, a proper subgroup. 
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We have seen that any two transvections are conjugate in GL. It is easy to 
see that 

[~ ~J and 

are not conjugate in SL(2, 3); indeed, these transvections are not conjugate in 
SL(2, K) for any field K in which - 1 is not a square. The assumption m ~ 3 
in the next result is thus essential. 

Theorem 8.21. If m ~ 3, then all transvections are conjugate in SL(V). 

Proof. Let {qJ, h} and {l/J, I} be transvections, and let H = ker qJ and L = 
ker l/J be the hyperplanes fixed by each. Choose v, u E V with qJ(v) = 1 = l/J(u) 
(hence v $ Hand u $ L). There are bases {h, h2' ... , hm-d and {I, 12 , ... , Im-d 
of Hand L, respectively, and adjoining v and u gives bases {v, h, h2' ... , hm- 1 } 

and {u, I, 12 , ... , Im-d of V. If S E GL(V) takes the first of these ordered bases 
to the second, then 

S(v) = u, S(H) = L, and S(h) = I. 

Let det S = d; we now show that we can force S to have determinant 1. 
Since m ~ 3, the first basis of V constructed above contains at least one other 
vector (say, hm- 1 ) besides v and h. Redefine S so that S(hm-d = d- 1 Im_1 • 

Relative to the basis {v, h, h2' ... , hm - 1 }, the matrix of the new transforma­
tion differs from the matrix of the original one in that its last column is 
multiplied by d- 1• The new S thus has determinant 1 as well as the other 
properties (*) of S. 

Now S {qJ, h} S-l = {qJS-l, Sh} = {qJS-l, I}, by Lemma 8.19(iv). Since qJS-l 
and l/J agree on the basis {u, I, 12 , ••. , Im- 1 } of V, they are equal. Therefore 
{qJ, h} and {l/J, I} are conjugate in SL, as desired. • 

Notation. If H is a hyperplane in a vector space V, then 

f1(H) = {all transvections fixing H} u {lv}· 

Lemma 8.22. Let H be a hyperplane in an m-dimensional vector space V over 

K. 

(i) There is a linear functional qJ with H = ker qJ so that 

f1(H) = {{qJ,h}:hEH}u{lv}· 

(ii) f1(H) is an (abelian) subgroup of SL(V), and f1(H) ~ H. 
(iii) The centralizer Csdf1(H)) = SZ(V)f1(H). 
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Proof. (i) Observe that linear functionals cp and !/J have the same kernel if and 
only if there is a nonzero Ct. E K with !/J = Ct.cp. Clearly !/J = Ct.cp implies ker !/J = 
ker cpo Conversely, if H is their common kernel, choose w E V with w ¢ H. 
Now !/J(w) = Ct.cp(w) for some Ct. E K x. If v E V, then v = AW + h, for some 
A E K and h E H, and !/J(v) = A!/J(W) = ACt.cp(W) = Ct.cp(AW + h) = Ct.cp(v). 

If {cp,h}, {!/J, I} Eff(H), then Lemma 8.l9(ii) gives {!/J,I} = {Ct.cp, I} = 

{cp,Ct.I}. Since {cp, h} -1 = {cp, - h}, Lemma 8.l9(i) gives {cp, h} 0 {I/I, It 1 = 

{cp, h - Ct.1} E ff(H). Therefore, ff(H) ~ SL(V). 
(ii) Let cp be a linear functional with H = ker cpo By (i), each T E ff(H) has 

the form T = {cp, h} for some h E H, and this form is unique, by Lemma 
8.19(iii).1t is now easy to see that the function ff(H) --+ H, given by {cp, h} f--+ 

h, is an isomorphism. 
(iii) Since ff(H) is abelian, SZ(V)ff(H) ~ Csdff(H)). For the reverse in­

clusion, assume that S E SL(V) commutes with every {cp, h}: for all h E H, 
S{cp, h}S-l = {cp, h}. By Lemma 8.19(iv), S{cp, h}S-l = {cpS-I, Sh}, and so 
Lemma 8.19(iii) gives Ct. E K X with 

cpS-l = Ct.cp and 

Hence Ct.S fixes H pointwise, so that Ct.S is either a transvection or a dilatation. 
If Ct.S is a transvection, then Ct.S E ff(H), and so S = Ct.-l(Ct.S) E SZ(V)ff(H). If 
Ct.S is a dilatation, then it has an eigenvector w outside of H, and Ct.Sw = jlW, 
where 1 i= jl = det Ct.S = Ct. m (for det S = 1); hence, Sw = Ct.m-lw. But cpS-lW = 
cp(Ct.-m+lw) = Ct.-m+lcp(w), so that (**) give cp(w) = Ct.mcp(w). Since cp(w) i= 0 (be­
cause w ¢ H), we reach the contradiction Ct. m = 1. • 

Theorem 8.23 (Jordan-Dickson). If m ~ 3 and V is an m-dimensional vector 
space over a field K, then the groups PSL(V) are simple. 

Proof. We show that if N is a normal subgroup of SL(V) containing some A 
not in SZ(V), then N = SL(V); by Theorem 8.17, it suffices to show that N 
contains a transvection. 

Since SL(V) is generated by transvections, there exists a transvection T 
which does not commute with A: the commutator B = T- l A-I T A i= 1. Note 
that N <l SL gives BEN. Thus 

B = T-l(A-lTA) = Tl Tz, 

where each I; is a transvection. Now I; = {CPi' h;}, where hi E Hi = ker CPi for 
i = 1, 2; that is, 

for all v E V. 

Let W be the subspace <hI' hz> ~ v, so that dim W ~ 2. Since dim V ~ 3, 
there is a hyperplane L of V containing W We claim that B(L) ~ L. If I E L, 
then 

B(/) = Tl Tz(l) = Tz(l) + CPl(Tz(I))h 1 

= 1+ cpz(l)hz + CPl(Tz(l))h l E L + W ~ L. 



PSL(m, K) 233 

We now claim that HI (l H2 "# O. This is surely true if HI = H2. If HI "# H2, 
then HI + H2 = V (hyperplanes are maximal subspaces) anddim(H1 + H2) = 
m. Since 

dim HI + dim H2 = dim(H1 + H2) + dim(HI (l H2), 

we have dim(HI (l H2 ) = m - 2 ~ 1. 
If z E H1 (l H2 with z "# 0, then 

B(z) = T1 T2 (z) = z. 

We may assume that B is not a transvection (or we are done); therefore, 
B ¢ ff{L), which is wholly comprised of transvections. If B = rxS, where 
S E ff(L), then z is an eigenvector of S (z = Bz = rxSz, and so Sz = rx-Iz). As 
eigenvectors of transvections lie in the fixed hyperplane, z ELand so rx = 1, 
giving the contradiction S = B. Therefore, B ¢ SZ(V)ff(L) = Csdff(L)), so 
there exists U E ff(L) not commuting with B: 

C = UBU- 1B-I "# 1; 

of course, C = (U BU-I )B-I E N. If I E L, then 

ql) = UBU- 1B-I (l) = UB(B-I(I)) = I, 
because B-I(I) ELand U-1 E ff(L) fixes L. Therefore, the transformation C 
fixes the hyperplane L, and so C is either a transvection or a dilatation. But 
C is not a dilatation because det C = 1. Therefore C is a transvection in N, 
and the proof is complete. • 

We shall give different proofs of Theorems 8.13 and 8.22 in Chapter 9. 
Observe that IPSL(3, 4)1 = 20,160 = t8!, so that PSL(3,4) and As are 

simple groups of the same order. 

Theorem 8.24 (Schottenfels, 1900). PSL(3, 4) and As are nonisomorphic simple 
groups of the same order. 

Proof. The permutations (1 2)(3 4) and (1 2)(3 4)(5 6)(7 8) are even (hence 
lie in As), are involutions, and are not conjugate in As (indeed, they are not 
even conjugate in Ss for they have different cycle structures). We prove the 
theorem by showing that all involutions in PSL(3, 4) are conjugate. 

A nonscalar matrix A E SL(3, 4) corresponds to an involution in PSL(3, 4) 
if and only if A 2 is scalar, and A 2 is scalar if and only if (PAP-1)2 is scalar for 
every nonsingular matrix P. Thus A can be replaced by anything similar to 
it, and so we may assume that A is a rational canonical form. If A is a direct 
sum of 1 x 1 companion matrices, then A = diag{rx, p, y}. But A2 scalar im­
plies rx2 = p2 = y2; as GF(4) has characteristic 2, this gives rx = p = y and A 
is scalar, a contradiction. If A is a 3 x 3 companion matrix, 

[
rx 0 0] 

A= 1 rx 0 , 
o 1 rx 
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then A2 has 1 as the entry in position (3,1), and so A2 is not scalar. We 
conclude that A is a direct sum of a 1 x 1 companion matrix and a 2 x 2 
companion matrix: 

A = [~ ~ ~]. 
o 1 'Y 

Now det A = 1 = (l.f3 (remember that -1 = 1 here), so that f3 = (1.-1, and A2 
scalar forces 'Y = O. Thus, 

A = [~ ~ (I.~l]. 010 
There are only three such matrices; if n is a primitive element of GF(4), they 

are 

[1 0 0] 
A= 0 0 1 ; 

o 1 0 

[
n 0 0] 

B=00n2 ; 

o 1 0 

[
n2 0 0] 

C= 0 0 n . 
o 1 0 

Note that A2 = E, B2 = n2E, and C2 = nE. It follows that if M E SL(2, 3) 
and M2 = E (a stronger condition, of course, than M2 being scalar), then M 
is similar to A; that is, M = P AP-1 for some P E GL(3, 4). In particular, n2 B 
and nC are involutions, so there are P, Q E GL(3, 4) with 

and QAQ-l = nC. 

Since [GL(3, 4): SL(3, 4)] = 3 (for GL/SL ~ GF(4)X) and since the matrix 
diag {n, 1, 1} of determinant n =F 1 commutes with A, Exercise 3.7 allows us 
to assume that P and Q lie in SL(3, 4). It follows that A, B, and C become 
conjugate in PSL(3, 4), as desired. • 

Theorem 8.24 can also be proved by showing that PSL(3, 4) contains no 
element of order 15, while As does contain such an element, namely, 
(1 2 3)(4 5 6 7 8). 

One can display infinitely many pairs of nonisomorphic simple groups 
having the same finite order, but the classification of the finite simple groups 
shows that there do not exist three nonisomorphic simple groups of the same 
order. 

Classical Groups 

At the end of the nineteenth century, the investigation of solutions of systems 
of differential equations led to complex Lie groups which are intimately re­
lated to simple Lie algebras of matrices over C. There are analogues of these 
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Lie groups and Lie algebras which are defined over more general fields, and 
we now discuss them (not proving all results). 

In what follows, all vector spaces are assumed to be finite-dimensional. 

Definition. If V is a vector space over a field K, a function f: V x V -+ K is 
called a bilinear form if, for each v E V, the functions f(v, ) and f( ,v) are 
linear functionals on V. 

A bilinear form f is called symmetric if f(v, u) = f(u, v) for all u, v E V, and 
it is called alternating if f(v, v) = 0 for all v E V. 

If f is alternating and u, v E V, then 0 = f(u + v, u + v) = f(u, u) + f(u, v) + 
f(v, u) + f(v, v) = f(u, v) + f(v, u), so that f(v, u) = - f(u, v). Conversely, if f 
is a bilinear form for which f(v, u) = - f(u, v), then 2f(v, v) = 0 for all v E V. If 
K has characteristic #- 2, then f is alternating; if K has characteristic 2, then 
f is symmetric. 

There is another interesting type of form, not quite bilinear (Bourbaki calls 
it "sesquilinear"). 

Definition. If K is a field having an automorphism u of order 2 (denoted by 
u: IX 1-+ IX"), then a hermitian form on a vector space V over K is a function 
h: V x V -+ K such that, for all u, v E V: 

(i) h(u, v) = h(v, ut; 
(ii) h(IXU, v) = IXh(u, v) for all IX E K; and 
(iii) h(u + v, w) = h(u, w) + h(v, w). 

Note that if h is hermitian, then h(u, fJv) = h(fJv, u)" = (fJh(v, una = 
fJ"h(v, ut = fJ"h(u, v). Moreover, h is additive in the second variable, for 
h(u, v + w) = h(v + w, u)" = (h(v, u) + h(w, una = h(v, u)" + h(w, u)" = h(u, v) + 
h(u, w). 

Complex conjugation Z 1-+ Z is an automorphism of C of order 2. If V is a 
complex vector space with basis {x l' ... , xn }, if x = L IXjXj' and if y = L fJjXj 
(where IXj, fJj E q, then 

is a hermitian form. 
If K is a finite field, then it has an automorphism u of order 2 if and only if 

K ~ GF(q2) for some prime power q, in which case IX" = rx. q (this can be 
shown using Theorem 8.4). 

Definition. If f: V x V -+ K is either symmetric, alternating, or hermitian, 
then we call the ordered pair (V, f) an inner product space. 

Definition. Let (V, f) be an inner product space. If {Vi' ... , vn } is an ordered 
basis of V, then the inner product matrix of f relative to this basis is 

A = [f(v;, Vj)]' 
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It is clear that f is completely determined by an inner product matrix, for 
if u = L lXiVi and w = L f3iVi, then 

What happens to the inner product matrix after changing basis? 

Lemma 8.25. Let (V, f) be an inner product space, let {v 1,···, vn} and 
{u1 , ... , un} be ordered bases of V, and let the corresponding inner product 
matrices be A and B. 

(i) If f is bilinear, then A and B are congruent; that is, there is a nonsingular 
matrix P with 

(ii) If f is hermitian, then A and B are (I-congruent; that is, there is a 
nonsingular matrix P = [Pij] with 

B = PtApa, 

where pa = [(pijn. 
In either case, B is nonsingular if and only if A is nonsingular. 

Proof. (i) Write Uj = LPijvi; the matrix P = [Pij]' being a transition matrix 
between bases, is nonsingular. Now 

f(u i, uj) = f(L PkiV", L PljV I ) = L P"J(v", vl}PIj; 
" I ",I 

in matrix terms, this is the desired equation (the transpose is needed because 
the indices k, i in the first factor must be switched to make the equation 
correspond to matrix multiplication). The last statement follows from det B = 
det(ptAP} = det(p}2 det(A}. 

(ii) 

Definition. An inner product space (V, f) is nondegenerate (or nonsingular) if 
one (and hence any) of the inner product matrices of f is nonsingular. 

Lemma 8.26. An inner product space (V, f) over a field K is nondegenerate if 
and only if f(u, v) = 0 for all v E V implies u = o. 

Proof. Let {v1, ... , vn} be a basis of V. If an inner product matrix A of f is 
singular, then there is a nonzero column vector Y with A Y = 0; that is, if 
Y = (f.J.l> ••• , Iln), where Ili E K, then u = LlliVi is a nonzero vector with 

f(v, u) = XtAY = 0 

for all v = LAivi (where X = (A 1 , ..• , An}}. 
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Conversely, if u satisfies f(u, v) = 0 for all v E V, then f(u, v;) = 0 for all v; 
(where {VI' .'" Vn} is a basis of V). If u = LlljVj, then Ljlljf(vj, vJ = 0; if 
Y = (111' ... , Iln) is the column vector of u, then Y -=I- 0 and A Y = O. Hence A 
is singular. • 

Definition. An isometry of a non degenerate space (V, f) is a linear trans­
formation T: V --+ V such that 

f(Tu, Tv) = f(u, v) 

for all u, v E V. 

Lemma 8.27. If (V, f) is a nondegenerate space, then every isometry is non­
singular, and so all the isometries form a subgroup Isom(V, f) ::;; GL(V). 

Proof. If T is an isometry and Tu = 0, then f(u, v) = f(Tu, Tv) = f(O, Tv) = 0 
for all v E V. Since f is non degenerate, it follows that u = 0 and T is an 
injection; since V is finite-dimensional, Tis nonsingular, • 

Lemma 8.28. Let (V, f) be a nondegenerate space, let A be the inner product 
matrix of f relative to an ordered basis {VI' ... , Vn} of V, and let T be a linear 
transformation on V. 

(i) If f is bilinear, then T is an isometry if and only if its matrix M = [m;J 
relative to the ordered basis satisfies 

MtAM=A; 

in this case, det M = ± 1. 
(ii) If f is hermitian, then T is an isometry if and only if 

MtAM" = A, 

where M" = [(m;)"]; in this case, (det M)(det M") = 1. 

Proof. (i) f(Tv;, TVj) = f( ~ mUvl' ~ mkjvk) 

= L muf(v1, vk)mkj = f(v;, Vj)' 
l,k 

After translating into matrix terms, this is the desired equation. It follows 
that (det M)2(det A) = det A. Moreover, nondegeneracy of (V, f) gives non-
singularity of A, and so det M = ± 1. . 

(ii) The obvious modification of the equations above leads to the desIred 
matrix equation and its consequence for determinants. • 

The group GL(V) acts on ff(V), the set of all functions V x V --+ K: if f is 
a function and P E GL(V), define 

F(u, v) = f(P-lu, P-lv); 



238 8. Some Simple Linear Groups 

it is easily checked that if Q E GL(V), then fPQ = (fP)Q (this is the reason for 
the inverse). Notice that if f is either symmetric, alternating, or hermitian, 
then so is fP. 

Theorem 8.29. Let V be a vector space over a field K, and let ~(V) be the 
GL(V)-set of all functions V x V -+ K. When f is either symmetric, alternat­
ing, or hermitian, then the stabilizer of f is Isom(V, f); moreover, if g is in the 
orbit of f, then Isom(V, g) is isomorphic to Isom(V, f) (indeed, they are conju­

gate subgroups of GL(V)). 

Proof. The stabilizer GL(V)f of f is {P E GL(V): fP = n, so that P E 

GL(V)f if and only if f(u, v) = f(P-1u, P-1v) for all u, v E V; that is, p-l E 
Isom(V, f) and hence P E Isom(V, f). By Exercise 3.37, Isom(V, jP) = 
P Isom(V, f)P-l. • 

Dermition. Two functions f, g E ~(V) are called equivalent if g = fP for some 
P E GL(V). 

If follows from the theorem that equivalent symmetric, alternating, or 
hermitian forms determine isomorphic groups of isometries. 

Lemma 8.30. Two bilinear forms f, g E ~(V) are equivalent if and only if they 
have inner product matrices A and B which are congruent. Two hermitian forms 
(relative to the same automorphism a) are equivalent if and only if their inner 
product matrices are a-congruent. 

Proof. By Lemma 8.25(i), we may assume that all inner product matrices are 
determined by the same basis of V. 

Let X and Y be column vectors. If f and g are bilinear and g = /p, then 
g(X, Y) = XtBY (see the proof of Lemma 8.26). By definition, fP(X, Y) = 
f(p-l X, p-l Y) = (p-l X)tA(p-l Y) = Xt[(P-l )tAp-l] Y. Since this equation 
holds for all X and Y, it follows that B = (p-l )tAP-l; hence, A and Bare 
congruent. 

Conversely, if B = QtAQ for some nonsingular Q, then XtBY = 
XtQtAQ Y = (QX)tA(Q Y), so that g(X, Y) = f(Q-l X, Q-l Y). 

This argument, mutatis mutandis, works in the hermitian case as well. • 

Let (V, f) be a nondegenerate space. We are going to see that all alternat­
ing forms f are equivalent, and so there is, to isomorphism, just one isometry 
group Isom(V, f); it is called the symplectic group. If V is an n-dimensional 
vector space over K, then Isom(V, f) is denoted by Sp(V) or by Sp(n, K); if 
K = GF(q), one writes Sp(n, q). 

It is true that all hermitian forms are equivalent, and so there is, to isomor­
phism, just one isometry group Isom(V, f) in this case as well; it is called the 
unitary group. The group Isom(V, f) is now denoted by U(V) or by U(n, K); 
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when K = GF(q2), one writes U(n, q2) (recall that the only finite fields for 
which hermitian forms are defined are of the form GF(q2)). 

It is not true that all symmetric forms over a finite field are equivalent, and 
it turns out that inequivalent forms give nonisomorphic groups. The groups 
Isom(V, f) are called orthogonal groups; in odd dimensions over a finite field 
of odd characteristic, there is only one orthogonal group, but in even dimen­
sions over finite fields of any characteristic, there are two orthogonal groups, 
denoted by O+(V) and by O-(V). 

Definition. A group is a classical group if it is either general linear, symplectic, 
unitary, or orthogonal. 

We remark that the term classical group is usually not so precisely defined; 
for most authors, it also encompasses important groups closely related to 
these as, say, SL(V) or PSL(V). 

We now discuss symplectic groups; afterwards we will describe corres­
ponding results for the unitary and orthogonal groups. 

Lemma 8.31. If (V, f) is a nondegenerate space, then for every linear functional 
9 E V* (the dual space of V), there exists a unique x E V with 9 = f(x, ). 

Proof. We first prove that if {v1 , ••• , vn } is a basis of V, then {J(v 1 , ), ••• , 

f( Vn, )} is a basis of V*. Since dim V* = n (by standard linear algebra), it 
suffices to prove that these n linear functionals are independent. Otherwise, 
there are scalars Ai' not all 0, with Z)d(Vi' ) = 0; that is, LAJ(Vi, x) = 0 for 
all x E V. If z = LAiVi, then f(z, x) = 0 for all x E V. Thus, z = 0, because f is 
nondegenerate, and this contradicts the independence of the Vi' 

Since 9 E V*, there are scalars Ili with 9 = LIlJ(Vi, ), and g(v) = f(x, v) for 
all v E V. To prove uniqueness of x, suppose that f(x, v) = f(y, v) for all v E V. 
Then f(x - y, v) = 0 for all v E V, and so nondegeneracy gives x - y = O. • 

Definition. Let (V, f) be an inner product space. If x, y E V, then x and yare 
orthogonal if f(x, y) = O. If Y is a nonempty subset of V, then the orthogonal 
complement of Y, denoted by Y 1., is defined by 

yl. = {v E V: f(v, y) = 0 for all y E Y}. 

It is easy to see that yl. is always a subspace of V. Using this notation, an 
inner product space (V, f) is nondegenerate if and only if Vl. = O. .. 

Let (V, f) be a nondegenerate space. If W ::;;; V is a subspace, then It IS 
possible that the restriction fl(W x W) is degenerate. For example, let!" = 
(x, y) be a two-dimensional space and let f have inner product matnx A 
relative to this basis: 

A = [~ ~l 
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thus, f is symmetric and nondegenerate. However, if W = (x), the restric­
tion fl(W x W) is identically zero. 

Lemma 8.32. Let (V, f) be an inner product space, and let W be a subspace of 

V. 

(i) If fl(W x W) is nondegenerate, then 

V = WEEl W-L. 

(ii) If (V, f) is a nondegenerate space and V = W EEl W-L, then fl(W-L x W-L) is 
nondegenerate. 

Proof. (i) If x E W (', w.L, then f(x, W) = 0, and so nondegeneracy gives x = 
0. If v E V, then the restriction 9 = f(v, )1 W is a linear functional on W, and 
so there is Wo E W with g(w) = f(v, w) = f(wo, w) for all w E W But v = Wo + 
(v - wo), where Wo E W, and v - Wo E W-L. 

(ii) If {VI' ... , vr} is a basis of Wand {Vr+I' ... , Vn} is a basis of W-L, then 
the inner product matrix A of f relative to the basis {VI' ... , vn} has the form 

A = [~ ~l 
so that det A = (det B)(det C). But A nonsingular implies C nonsingular; that 
is, the restriction of f is nondegenerate. • 

Assume that (V, f) is an inner product space with f alternating. If f is not 
identically zero, there are vectors x and y with f(x, y) = a -# 0. Replacing x 
by a-Ix if necessary, we may assume that f(x, y) = 1. If dim V = 2, then its 
inner product matrix is thus 

Definition. A hyperbolic plane is a two-dimensional nondegenerate space 
(V, f) with f alternating. 

We have just seen that every two-dimensional inner product space (V, f) 
with f alternating and not identically zero is a hyperbolic plane. 

Theorem 8.33. If (V, f) is a nondegenerate space with f alternating, then V is 
even-dimensional. Indeed, 

V = WI EEl ... EEl w" 

where each W; is a hyperbolic plane and the summands are pairwise orthogonal; 
that is, if i -# j, then f(W;, ltj) = 0. 

Proof. We proceed by induction on dim V ~ 0, the base step being trivial. If 
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dim V> 0, then our discussion above shows that there exist Xl' Y1 E V with 
f(x 1 , Yl) = 1. If W = <Xl, Yl), then Wis a hyperbolic plane andfl(W x W) 
is nondegenerate. By Lemma 8.32(i), V = WEB WJ.; by Lemma 8.32(ii), 
fl(WJ. x WJ.) is nondegenerate, and so the inductive hypothesis shows that 
W J. is an orthogonal direct sum of hyperbolic planes. • 

Definition. If (V, I) is a nondegenerate space with f alternating, then a sym­
plectic basis of V is an ordered basis 

with f(~i' Xj) = 0 = f(Yi' Yj) for all i, j, and f(x i, Yj) = bij = -f(Yj' Xi), where 
bij = 1 If i = j and bij = 0 if i =f. j. 

Thus, all inner products are 0 except f(x i, y;) = 1 = - f(Yi' x;) for all i. 

Theorem 8.34. Let (V, I) be a nondegenerate space with f alternating. 

(i) V has a symplectic basis {Xl' Yl' X2 , Yl, ... , XI' YI}. 
(ii) The inner product matrix A of f relative to this ordered basis is the matrix 

J which is the direct sum of 2 x 2 blocks 

[-~ ~l 
(iii) If u = I (iXi Xi + !3iYi) and v = I (YiXi + biy;), then 

f(u, v) = L (iXibi - !3a;). 

(iv) All nondegenerate alternating forms on V are equivalent, and so the sym­
plectic groups Isom(V, I), to isomorphism, do not depend on f 

Proof. (i) If V is the orthogonal direct sum of hyperbolic planes Wi, then the 
union of the bases of the Wi is a symplectic basis of V. 

(ii) and (iii) are now routine calculations. 
(iv) If g is a nondegenerate alternating form, then there is a symplectic basis 

of V relative to g, so that any inner product matrix of g is also congruent to 
J, and hence to any inner product matrix of f Therefore, the isometry group 
Isom(V, I) does not depend on f, by Theorem 8.29. • 

Notice that alternating bilinear forms are thus sums of 2 x 2 determinants. 
Note also that if one reorders a symplectic basis so that all the Xi precede all 
the Yi' then the matrix J is congruent to 

[-~ ~J. 
where E is the I x 1 identity matrix. 
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Definition. If (V, f) is a nondegenerate space, then the adjoint of T, denoted 
by T*, is a linear transformation on V for which 

f(Tx, y) = f(x, T*y) for all x, y E V. 

Lemma 8.35. Let (V, f) be a nondegenerate space, and let T be a linear trans­
formation on V having an adjoint T*. Then T is an isometry if and only if 
T*T = lv. 

Proof. If T has an adjoint with T*T = lv, then, for all x, y E V, f(Tx, Ty) = 
f(x, T*Ty) = f(x, y), so that T is an isometry. 

Conversely, for all x, y E V, 

f(x, T*Ty - y) = f(x, T*Ty) - f(x, y) 

= f(Tx, Ty) - f(x, y) = 0, 

because T is an isometry. Since f is nondegenerate, T*Ty = y for all y E V, 
and so T*T= lv. • 

One can prove uniqueness of adjoints in general, but we may observe here 
that uniqueness holds for adjoints of isometries T because T* = T-l . It fol­
lows that TT* = lv. 

How can one recognize a symplectic matrix? 

Theorem 8.36. Let T E GL(V) and let {Xl' Yl' ... , X,, y,} be a symplectic basis 
of V. If the matrix Q of T relative to this basis is decomposed into I x I 
blocks 

then T* exists and has matrix 

moreover, Q E Sp(21, K) if and only if Q*Q = E. 

Proof. Assume that T* exists. If Tx; = Lv (O:v;Xv + !3v;Yv), then 

f(x;, T*xj) = f(Tx;, Xj) 

= L O:vJ(x., Xj) + L !3vJ(y., x) = - !3j;' 
v v 

On the other hand, if T*xj = Lrp,rjxr + IlrjYr), then 

f(x;, T*x) = f( x;, ~ (ArjXr + Ilr jYr)) = Ilij' 
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It follows that if T* has matrix 

then M = - Bt. Similar calculations give the other three blocks. For existence 
of T*, it is routine to check that the matrix construction in the statement 
defines a linear transformation that behaves as an adjoint must. The last 
statement follows from Lemma 8.35. • 

By Lemma 8.28, symplectic matrices have determinant ± 1, but it can 
be shown, in fact, that every symplectic matrix has determinant 1; that is, 
Sp(V) ::; SL(V). 

EXERCISES 

8.13. Show that Sp(2, K) = SL(2, K) for all fields K. 

8.14. Let (V, f) be a nondegenerate space with f alternating. 
(i) Show that T E GL(V) is symplectic if and only if T carries symplectic bases 

to symplectic bases. 
(ii) If V is a vector space over a finite field K, show that ISp(v)1 is the number 

of ordered symplectic bases. 

The isometry group Isom(VJ) is called a unitary group when f is non­
degenerate hermitian, and it is denoted by U(V), U(n, K), or U(n, q2) (when 
K is finite, a hermitian form requires IKI to be a square). 

We now state without proofs the analogues of Theorem 8.34 and 8.35 for 
unitary groups. 

Definition. If (J!, f) is an inner product space, then an orthonormal basis is an 
ordered basis {VI' ... , vn } with f(v i , Vj) = bij. 

Theorem. Let (J!, f) be a nondegenerate space with f hermitian. 

(i) V has an orthonormal basis {x I, ... , x n }· 

(ii) The inner product matrix of f relative to this basis is the identity matrix. 

(iii) If u = L AiXi and v = L JliXi, then 

f(u, v) = L AiJlf. 

(iv) All nondegenerate alternating forms on V are equivalent, and so unitary 

groups Isom(V, f) do not depend on f. 
(v) If ME GL(V), then M* = (Mt)", and so ME U(V) if and only if 

M(Mt)" = E. 
(vi) A linear transformation T E GL(V) is unitary if and only if it takes ortho-

normal bases into orthonormal bases. 

The isometry groups Isom(J!, f) are called orthogonal groups when f is 
nondegenerate symmetric; we restrict the discussion to finite fields of scalars 
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K. If K = GF(q) has odd characteristic and dim V = 21 + 1 is odd, there is a 
basis of V relative to which f has inner product matrix 

J = [~ ~ ~], 
o E 0 

where E is the 1 x 1 identity matrix. All forms are thus equivalent (for all inner 
product matrices are congruent to J), and so there is, to isomorphism, just 
one group Isom(V, f) in this case. It is denoted by O(V), 0(21 + 1, K), or by 
0(21 + 1, q). 

If dim V = 21 is even and K = GF(q) has odd characteristic, then there are 
exactly two inequivalent forms: every inner product matrix is congruent to 

JE=r~ ~ H], 
o 0 0 8 

where E is the (1- 1) x (1- 1) identity matrix and 8 = ± 1. The correspond­
ing isometry groups are not isomorphic; they are denoted by 0+(21, K) and 
by 0-(2/, K) (or by 0+(21, q) and by 0-(21, q) when K = GF(q)). 

Before describing the orthogonal groups in characteristic 2, let us recall the 
definition of the real orthogonal group O(n, !R) given in Chapter 3 in terms of 
distance: if T E O(n, !R), then II Tvll = Ilvll for all v E !R". In Theorem 3.29, 
however, it was shown that T is orthogonal in this sense if and only if 
(u, v) = (Tu, Tv) for all u, v E !R" (where (u, v) is the usual dot product of vec­
tors in !R"). Given any symmetric bilinear form f, define the analogue of 
IIvl12 = (v, v) to be Q(v) = f(v, v). Ifu, v E V, then 

f(u + v, u + v) = f(u, u) + 2f(u, v) + f(v, v); 

that is, Q(u + v) - Q(u) - Q(v) = 2f(u, v). 

Definition. A quadratic form on a vector space V over a field K is a function 
Q: V --+ K such that: 

(i) Q(au) = a2 Q(u) for all u E V and a E K; and 
(ii) Q(u + v) - Q(u) - Q(v) = g(u, v), where g is a bilinear form on V (one 

calls g a bilinear form associated to Q). 

A quadratic form Q is nondegenerate if (V, f) is non degenerate, where f is 
an associated bilinear form. 

If K has characteristic # 2, one can recapture f from Q: f(u, v) = 
t(Q(u + v) - Q(u) - Q(v)), and there is just one bilinear form associated to Q. 
The proof of Theorem 3.28 shows that a linear transformation T on V lies in 
O(V) (i.e., f(Tu, Tv) = f(u, v) for all u, v E V) if and only if Q(Tu) = Q(u) for all 
u E V. Thus, orthogonal groups in odd characteristic could have been defined 
in terms of quadratic forms. 
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Assume now that K = GF(q) does have characteristic 2. Bilinear forms 9 
associated to a given quadratic form Q are no longer uniquely determined 
by Q; however, 9 satisfies two extra conditions: first, g(u, u) = 0 (because 
u + u = 0); second, 9 is symmetric. Since -IX = IX for all IX E K, it follows that 
9 is alternating. Theorem 8.33 shows that if (V, g) is to be nondegenerate, then 
V must be even-dimensional, say, dim V = 21. If K = GF(q) has characteris­
tic 2 and Q is a nondegenerate quadratic form on a 21-dimensional vector 
space V over K, then the orthogonal group O(V, Q) is defined as 

O(V, Q} = {T E GL(V): Q(Tu) = Q(u) for all u E V}. 

Given a nondegenerate quadratic form Q, there is always a symplectic basis 
{Xl' Yl' ... , X" YI} such that Q(Xj) = 0 = Q(Yi) for all i < 1; moreover, either 
( + ): Q(XI) = 0 = Q(YI) or (-): Q(YI} = 1 and Q(XI) = y, where t2 + t + y is 
irreducible in K[t]. One proves that there are only two nonisomorphic 
groups for a given V arising from different quadratic forms Q (one from each 
possibility just described); they are denoted by 0+(21, K) and by 0-(21, K); as 
usual, one may replace K by q in the notation when K = GF(q). 

Each type of classical group gives rise to a family of simple groups; we 
describe the finite such. 

The center of Sp(21, q) consists of ± E. Define 

PSp(21, q) = Sp(21, q)/{±E}. 

These groups are simple unless (21, q) = (2,2), (2, 3), or (4, 2). Moreover, 

IPSp(21, q)1 = d- l q!2(q2 - l)(q4 - 1) . .. (q21 - 1), 

where d = (2, q - 1). 
The center of U(n, q2) consists of all scalar transformations )"E, where 

U a = 1. Let SU(n, q2) S U(n, q2) consist of all unitary transformations of 
determinant 1, and define 

PSU(n, q2) = SU(n, q2)/center. 

These groups are simple unless (n, q2) = (2, 4), (2, 9), or (3, 4). Moreover, 

IPSU(n, q2)1 = e-lqn(n-l)/2(q2 _ l)(q3 + l)(q4 - 1) ... (qn - (-It), 

where e = (n, q + 1). 
Assume that q is a power of an odd prime. Let the commutator subgroup 

of O(n, q) be denoted by Q(n, q) (it is usually a proper subgroup of SO(n, q), 
the subgroup consisting of all orthogonal transformations of determinant 1). 
The center of Q(n, q) consists of diagonal matrices having diagonal entries 

± 1, and one defines 
PQ(n, q) = Q(n, q)/center. 

When n ~ 5 is odd, then these groups are simple, and 

IPQ(21 + 1, q)1 = d- l q!2(q2 - l)(q4 - 1) ... (q21 - 1), q odd, 
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where d = (2, q - 1). Notice that IPO(21 + 1, q)1 = IPSp(2/, q2)1; these two 
groups are not isomorphic if 1 > 2 (Theorem 8.24, proved in 1900, exhi?ited 
the first pair of nonisomorphic simple groups of the same order; here IS an 
infinite family of such examples). 

When dim V = 21 is even, there are two orthogonal groups. If we denote 
the commutator subgroup by 0', where e = ± 1, and the quotient O"/center 
by PO", then the orders are: 

IPO"(21, q)1 = g-lql(l-l)(q2 _ l)(q4 - 1) ... (q21-2 - l)(ql - e), 

where g = (4, ql - e). 
When q is a power of 2, then the groups PO"(21, q) are simple for 1 ~ 3, and 

their orders are given by the same formulas as when q is odd. 
For proofs of these results, the reader is referred to Artin (1957), Carter 

(1972), and Dieudonne (1958). 
Every complex Lie group G determines a finite-dimensional Lie algebra 

L(G) over C, and G simple implies L(G) simple. These simple Lie algebras 
were classified by E. Cartan and W. Killing about 100 years ago; there are 
four infinite classes of them and five "sporadic" such. In 1955, Chevalley 
showed, for every finite field GF(q), how to construct analogues of these 
simple Lie algebras over C; he also showed how to construct simple finite 
groups from them. These families of simple groups (four are doubly indexed 
by the dimension and the field GF(q); five of them, arising from the sporadic 
Lie algebras, are singly indexed by q) are now called Chevalley groups. There 
are thus nine such families, which include all those arising from the classical 
groups (special linear, symplectic orthogonal) except those arising from 
unitary groups (however, the finite simple groups arising from the unitary 
groups were known to Dickson in 1900). Simple Lie algebras over Care 
classified by certain graphs, called Dynkin diagrams. In 1959, Steinberg 
showed that automorphisms of these graphs can be used to construct new 
finite simple groups. There are four infinite classes of these simple groups, 
called Steinberg groups, two of which are the families PO"(m, q) for e = ± 1 
arising from the unitary groups. In 1960, Suzuki discovered a new class Sz(q) 
of simple groups, where q is a power of 2 (these are the only simple groups 
whose orders are not divisible by 3); in 1961, Ree discovered two more 
infinite classes whose construction is related to that of the Suzuki groups; 
these are the Suzuki groups and the Ree groups. (The interested reader should 
consult the books of Carter and of Gorenstein for more details.) Collectively, 
these 16 classes of simple groups are called the groups of Lie type. 

The classification theorem of finite simple groups says that there are ex­
actly 18 infinite classes of them: the cyclic groups of prime order, the alternat­
ing groups, and the groups of Lie type; moreover, there are exactly 26 "spo­
radic" simple groups, 5 of which are the Mathieu groups to be discussed in 
the next chapter. This theorem is one of the highest achievements of mathe­
matics; it is the culmination of the work of about 100 mathematicians be­
tween 1955 and 1985, and it consists of thousands of journal pages. 
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Permutations and the Mathieu Groups 

The Mathieu groups are five remarkable simple groups discovered by E. 
Mathieu in 1861 and 1873; they belong to no infinite family of simple groups, 
as do all the simple groups we have so far exhibited, and they are the first 
examples of what are nowadays called sporadic simple groups. This chapter 
is devoted to proving their existence and displaying some of their interesting 
properties. 

Multiple Transitivity 

Even though permutation groups, orbits, and stabilizers were discussed in 
Chapter 3, we repeat the basic definitions here for the reader's convenience. 

Definition. If X is a set and G is a group, then X is a G-set if there is a function 
a: G x X --+ X (called an action), denoted by a: (g,x)f--+gx, such that: 

(i) Ix = x for all x EX; and 
(ii) g(hx) = (gh)x for all g, h E G and x E X. 

One also says that G acts on X. If IXI = n, then n is called the degree of the 
G-set X. 

We assume throughout this chapter that all groups G and all G-sets X 
are finite; moreover, all vector spaces considered are assumed to be finite­
dimensional. 

It is clear that if X is a G-set and H :s; G, then X is also an H-set (just 
restrict the action G x X --+ X to H x X). Let us also recall that G-sets are 
just another way of viewing permutation representations. 
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Theorem 3.19. If X is a G-set with action IX, then there is a homomorphism 
a: G --+ Sx given by a(g): x H gx = IX(g, x). Conversely, every homomorphism 
<p: G --+ Sx defines an action, namely, gx = <p(g)(x). 

Definition. A G-set X with action IX is faithful if a: G --+ Sx is injective. 

Thus, a G-set X is faithful if and only if gx = x for all x E X implies g = 1. 
If X is a G-set with action IX, the subgroup im a :::;; Sx is a permutation 

group; hence, if X is a faithful G-set, then G can be identified with im a, and 
we may view G itself as a permutation group. Cayley's theorem says that 
every group G of order n has a faithful representation <p: G --+ SG; in this case, 
G itself is a faithful G-set of degree n. Since I Sn I = n! is so much larger than n, 
however, faithful G-sets of smaller degree are more valuable. 

EXAMPLE 9.1. This is a generic example. Assume that a set X has some "struc­
ture" and that Aut(X) is the group of all permutations of X which preserve 
the structure. Then X is a faithful Aut(X)-set; indeed, X is a faithful G-set for 
every G :::;; Aut(X). 

If X is a G-set and gx = x, where g E G and x E X, then one says that g 
fixes x. A G-set X in which each g E G fixes every x E X is called a trivial 
G-set. 

EXAMPLE 9.2. If X is a G-set with action IX, let N = {g E G: gx = x for all 
x E X}. Then N = ker a, so that N <l G, and it is easy to see that X is a 
faithful (G/N)-set (where (Ng)x = gx). 

Recall that a G-set X is transitive if, for every x, y E X, there exists g E G 
with y = gx. If x E X, we denote its G-orbit {gx: g E G} either by Gx or by 
19(x); thus, X is transitive if X = Gx for some x E X. The first observation 
when analyzing G-sets is that one may focus on transitive G-sets. 

Theorem 9.1. Every G-set X has a unique decomposition into transitive G-sets. 
More precisely, X is partitioned into its G-orbits, each of which is a transitive 
G-set. Conversely, if a G-set X is partitioned into transitive G-sets {Xi: i E I}, 
then the Xi are the G-orbits of x. 

Proof. It is clear that the orbits partition X into transitive G-sets. Conversely, 
it suffices to prove that each Xi is an orbit. If Xi E Xi' then the orbit GXi C Xi 
because Xi is a G-set. For the reverse inclusion, if y E Xi' then transitivity of 
Xi gives y = gXi for some g E G. Hence, y E Gx;, and Xi C Gxi. • 

Recall that the stabilizer of x, denoted by Gx , is defined by 

Gx={gEG:gX=X}. 
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Theorem 9.2. If X is a transitive G-set of degree n, and if x E X, then 

IGI =nIG"I· 

If X is a faithful G-set, then IG"I is a divisor of(n - 1)!' 

Proof. By Theorem 3.20, IGxl = [G: G,,]. Since X is transitive, Gx = X, and 
so n = IGIIIG"I. If X is faithful, then G" :::;; SX-{"j' and the latter group has 
order (n - 1)!' • 

Here is a solution to Exercise 3.4. If a finite group G has only two con­
jugacy classes, then every two nonidentity elements are conjugate; that is, 
G# = G - {1} is a transitive G-set (where G acts on G# by conjugation). 
Theorem 9.2 says that IGI- 1 is a divisor of IGI; this can happen only when 
IGI =2. 

Theorem 9.3. Let X be a transitive G-set, and let x, y E X. 

(i) If tx = y for some t E G, then Gy = Gt " = tG"C1• 

(ii) X has the same number of G,,-orbits as of Gy-orbits. 

Proof. (i) If 9 fixes x, then tgC1y = tgx = tx = yand tgt-1 fixes y. Therefore, 
tG"t-1 :::;; Gy. Similarly, C1Gyt :::;; G", and this gives the reverse inclusion. 

(ii) Since X is transitive, there is t E G with tx = y. Denote the G,,-orbits by 
{G"Zi: i E I}, where Zi EX. If Wi = tZi E X, then we shall show that the subsets 
Gy Wi are Gy-orbits of X. Clearly, these subsets are transitive Gy-sets. Further, 

Gy Wi = tG"C1Wi = tG"Zi· 

Since t is a permutation of X, it carries partitions into partitions. The result 
now follows from Theorem 9.1. • 

Definition. If X is a transitive G-set, then the rank of X is the number of 
G,,-orbits of X. 

Theorem 9.3 shows that the rank of X does not depend on the choice of 
x E X. Of course, {x} is a G,,-orbit of X, and so rank X is really describing the 
behavior of G" on X - {x}. 

Theorem 9.4. If X is a transitive G-set and x E X, then rank X is the number 

of (G,,-G,,)-double eosets in G. 

Proof. Define f: {G,,-orbits} -+ {(G,,-GJ-double cosets} by f(G"y) = G"gG", 
where gx = y. Now f is well defined, for if hx = y, then gx = hx, g-lh E G", 
h = 19(9-lh) E G"gG", and G"gG" = G"hG". Let us show that f is injective. 
If f(G"y) = G"gG" = G"hG" = f(G"z), where gx = y and hx = z, then there 
are a, bEG" with 9 = ahb. Now y = gx = ahbx = ahx = az E G"z; it follows 
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that GxY = Gxz. Finally, f is surjective: if g E G, then gx = Y and f(GxY) = 
GxgGx· • 

See Exercise 9.12 below for another characterization of rank X. 
Observe that if X is transitive and IXI ;;::: 2, then rank X ;;::: 2 (otherwise 

G = GxGx, and every g E G fixes x, contradicting transitivity). Let us now 
consider the minimal case when rank X = 2; the Gx-orbits are {x} and 
X - {x}, and so Gx acts transitively on X - {x}. 

Definition. Let X be a G-set of degree n and let k ~ n be a positive integer. 
Then X is k-transitive if, for every pair of k-tuples having distinct entries 
in X, say, (Xl' ... , xk) and (YI, ... , Yk), there is g E G with gx; = Y; for 
i = 1, ... , k. 

Of course, I-transitivity is ordinary transitivity. If k > 1, then every 
k-transitive G-set is (k - I)-transitive. A k-transitive G-set X is called doubly 
transitive (or multiply transitive) if k ;;::: 2, triply transitive if k ;;::: 3, ... , and so 
forth. 

It is quite common to say that a group G is k-transitive if there exists a 
k-transitive G-set. This usage applies to other adjectives as well. 

The easiest example of a multiply transitive G-set is provided by X = 
{I, ... , k} and G = Sk; it is plain that X is a k-transitive Sk-set. 

Lemma 9.5. Let X be a G-set. If k ;;::: 2, then X is k-transitive if and only if, for 
each x E X, the Gx-set X - {x} is (k - I)-transitive. 

Proof. Assume that X is k-transitive, and let (Xl' ... , xk-d and (YI,"" Yk-d 
be (k - I)-tuples of distinct elements of X - {x}. There is thus g E G with 
gx = x (so that g E GJ and gx; = Y; for all i ;;::: 1. 

Conversely, let (Xl"'" xk) and (Yl"'" Yk) be k-tuples of distinct ele­
ments of X. By hypothesis, there is g E GXk with g(x l ,···, Xk- l ' Xk) = 
(YI,· .. ,Yk-I,Xk), and there is hEGYl with h(YI,Y2"",Yk-I,Xk)= 
(y I, Y2' ... , Yk-l' Yk)' Therefore, hg E G carries (x I, ... , Xk) to (y l' ... , Yk)' • 

Theorem 9.6. Every doubly transitive G-set has rank 2, and if x E X and g ¢ Gx, 
then G = Gx u GxgGx. 

Proof. Since G acts k-transitively on X for k ;;::: 2, we have Gx acting (k - 1)­
transitively on X - {x}; hence Gx acts transitively on X - {x}. Therefore, as 
a Gx-set, X has two orbits: {x} and X - {x}; thus rank X = 2. By Theorem 
9.4, there are exactly two (Gx-Gx)-double cosets in G. • 

Definition. If X is a G-set and Xl"'" Xt E X, then the stabilizer is the 
subgroup 

Gx" ... ,x, = {g E G: gx; = x; for i = 1, ... , t}. 
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It is easy to see that Gx" ... ,x, = ni GXi ' In particular, if x, Y E X, then X is 
also a Gx-set and a Gy-set, and 

(GJy = Gx,y = (Gy)x = Gx n Gy. 

The proof of Theorem 9.3(i) generalizes: if X is a k-transitive G-set, then 
stabilizers of k distinct points are conjugate; that is, if (Xl"'" X k ) and 
(Yl"'" Yk) are k-tuples of distinct points and tXi = Yi for all i, then G = tG t-l. y, ..... Yk 

Xb""Xk 

There is another stabilizer not to be confused with G : if Y = 
Xl'···.Xt 

{Xl" .. , Xt}, define Gy = {g E G: g(Y) = Y}. Thus, g E Gy if and only if g per-
mutes Y, whereas g E Gx" ... ,x, if and only if g fixes Y pointwise. Hence, 
Gx , •...• x, :$; Gy , with strict inclusion almost always. 

The next result generalizes Theorem 9.2. 

Theorem 9.7. If X is a k-transitive G-set of degree n, then 

I GI = n(n - 1)(n - 2) ... (n - k + 1) I Gx" ... ,Xk l 

for every choice of k distinct elements Xl'"'' X k • If X is faithful, then 
IGx" ... ,Xk l is a divisor of(n - k)!. 

Proof. If Xl E X, then IGI = nlGx,l, by Theorem 9.2. Since Gx , acts (k - 1)­
transitively on X - {xd, by Lemma 9.5, induction gives 

IGx,1 = (n - 1) ... (n - k + 1)IGx" .... xk l, 

and this gives the result. When G acts faithfully, then the result follows from 

G being imbedded in SX-{x" ... ,xkl· • 

Definition. A k-transitive G-set X is sharply k-transitive if only the identity 
fixes k distinct elements of X. 

Theorem 9.S. The following conditions are equivalent for a faithful k-transitive 
G-set X of degree n. 

(i) X is sharply k-transitive. 
(ii) If (x 1, ... , xk) and (Yl' ... , Yk) are k-tuples of distinct elements in X, then 

there is a unique g E G with gXi = Yi for all i. 
(iii) IGI = n(n - 1) ... (n - k + 1). 
(iv) The stabilizer of any k elements in X is trivial. 

If k ~ 2, then these conditions are equivalent to: 

(v) For every X E X, the Gx-set X - {x} is sharply (k - 1)-transitive. 

Proof. All verifications are routine and are left are exercises for the reader. • 

Theorem 9.9. For every n, the symmetric group Sn acts sharply n-transitively on 
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x = {I, ... , n}; for every n ~ 3, the alternating group An acts sharply (n - 2)­

transitively on X. 

Proof. The first statement is obvious, for Sn contains every permutation of X. 
We prove the second statement by induction on n ~ 3. If n = 3, then A3 = 
<(1 2 3) acts sharply transitively on X = {I, 2, 3}. If n > 3, then (An)i' the 
stabilizer of i, where 1 ~ i ~ n, is isomorphic to An - 1 ; by induction, it acts 
sharply (n - 3)-transitively on X - {i}. Theorem 9.8(v) now completes the 
proof. • 

EXAMPLE 9.3. Let f(x) E iIJ [x] be a polynomial of degree n with distinct roots 
X = {oc 1, ... , ocn} C C; let E = i1J(OC1' ... , ocJ be the splitting field of f(x), and 
let G = Gal(E/iIJ) be the Galois group of f(x). By Lemma 5.2, X is a G-set; by 
Theorem 5.7, X is transitive if and only if f(x) is irreducible over i1J. Now f(x) 
factors in i1J(oc1) [x]: f(x) = (x - o( 1)f1(X). Moreover, G1 = Gal(E/iIJ(oc1 )) ~ 
Gal(E/iIJ) = G is the stabilizer of OCt. and so G1 acts on X - {oc 1 }; indeed, G1 
is also the Galois group of f1(X). By Theorem 5.7, G1 acts transitively if and 
only if f1 (x) is irreducible (over i1J(oc1)). Hence, G = Gal(E/iIJ) acts doubly 
transitively on X if and only if both f(x) and f1 (x) are irreducible (over iIJ and 
i1J(oc 1 ), respectively). Of course, this procedure can be iterated. The set X = 
{oc 1 , ••• , ocn} of all roots of f(x) is a k-transitive G-set if and only if the poly­
nomials f(X),f1 (x), ... , fk-1 (x) are all irreducible (over i1J, i1J(oc1), ... , and 
i1J(oc l' ... , OCk - 1 ), respectively). 

It can be proved that there are no faithful k-transitive groups for k > 5 
other than the symmetric and alternating groups. It follows that if the Galois 
group G of a polynomial is 6-transitive, then G is either a symmetric group or 
an alternating group. Indeed, if G is 4-transitive, then the only additional 
possibilities for G are four of the Mathieu groups. 

Sharp k-transitivity is interesting for small k. 

Definition. A sharply I-transitive G-set X is called regular. 

A faithful G-set X is regular if and only if it is transitive and only the 
identity has a fixed point. It is now easy to see that the left regular representa­
tion of a group G in the Cayley theorem makes G itself into a regular G-set. 

Our discussion of sharply 2-transitive G-sets begins with a technical 
definition. 

Definition. If X is a G-set, then the Frobenius kernel N of G is the subset 

N = {l} u {g E G: g has no fixed points}. 

The Frobenius kernel may not be a subgroup of G, for it may not be closed 
under multiplication. 
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Lemma 9.10. If X is a faithful sharply 2-transitive G-set of degree n, then the 
Frobenius kernel N of G has exactly n elements. 

Proof. By Theorem 9.8(iii), IGI = n(n - 1). For each x E X, the stabilizer Gx 

has order n - 1 (because IGI = nIGxl), so that IG:I = n - 2, where G: = 

Gx - {1}. If x # y, then Gx n Gy = Gx,y = 1, by Theorem 9.8(iv). Hence, 
{G:: x E X} is a disjoint family, and I UXEX G:I = n(n - 2). Since N is the 
complement of this union, INI = n(n - 1) - n(n - 2) = n. • 

The basic philosophy is that permutation representations of a group G can 
yield important information about G. We now illustrate this by classifying all 
those groups G having a G-set X as in Lemma 9.10 in the special case when 
n = IXI is odd (the classification when n is even is known, but it is more 
difficult). 

Theorem 9.11. Let X be a faithful sharply 2-transitive G-set of odd degree n. 

(i) Each Gx contains a unique involution. 
(ii) Gx has a center of even order, and a Sylow 2-subgroup of Gx is either 

cyclic or generalized quaternion. 
(iii) The Frobenius kernel N of G is a normal subgroup of G. 
(iv) The degree n is a power of an odd prime p. 
(v) N is an elementary abelian p-group. 

(vi) G is a semidirect product of N by Gx. 

Proof. (i) Since IGI = n(n - 1) is even, G contains an involution g. Now g, 
being a permutation of the n points of X, has a cycle decomposition; indeed, 
Exercise 1.16 shows that g is a product of disjoint transpositions, 1'" 'm' 
Since IXI is odd, g must fix some x E X; that is, g E Gx ; because G acts 
sharply, g can fix nothing else, so that m = t(n - 1). If h is another involution 
in G, then h E Gy for some y E X (perhaps y = x) and h = 0"1'" O"m' a product 
of disjoint transpositions. Note that g and h can have no factors in common: 
otherwise, we may assume that 'm = O"m = (a b) (because disjoint transposi­
tions commute); then gh- 1 fixes a and b, hence is the identity. Therefore, 
1 = gh-1 and g = h. 

Assume that Gx has t involutions. Sharp 2-transitivity implies that {G:: 
x E X} is a disjoint family, and so G contains nt such elements, each of 
which involves m = t(n - 1) transpositions. Collectively, there are thus tm = 

tnt(n - 1) distinct transpositions occurring as factors of these involutions. 
But there are only tn(n - 1) transpositions in Sx ~ Sn, and so t = 1, as 
desired. 

(ii) Let g, h E Gx, and assume that g is an involution. Then hgh-1 is an 
involution, so that the uniqueness in (i) gives hgh-1 = g; that is, g E Z( Gx)· 
The second statement follows from Theorem 5.46. 

(iii) If T is the set of all involutions in G, then we claim that TT c N (the 
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Frobenius kernel). Otherwise, there exist g, h E T with gh I' 1 and gh ¢. N; 
that is, gh fixes some y E X. If z = hy, then both 9 and h have the transposi­
tion (y z) as a factor: hy = z and hz = hhy = y (h2 = 1); gy = hy = z (for 
ghy = y gives hy = g-ly = gy) and gz = ghy = y. By (i), 9 = h, giving the 
contradiction gh = 1. 

For fixed gET, the functions T --+ N, defined by h f-+ gh and by h f-+ hg, are 
both injective. By (i), I TI = n, for there is exactly one involution in each G! 
as x varies over X; by Lemma 9.10, INI = n = ITI. It follows that both injec­
tions above must be surjections; that is, gT = N = Tg for all gET. 

The Frobenius kernel always contains 1 and it is closed under inverses and 
conjugations by elements in G. Here N is closed under multiplication: choose 
gET and observe that 

NN = (Tg)(gT) = Tg2T = TT eN. 

(iv) Choose an element hEN of prime order p; since N is a subgroup of 
odd order n, p is odd. We claim that CG(h) ~ N. If f E G# commutes with h, 
then hfh-1 = f. If f E Gx for some x E X, then 

f E Gx ('\ hGxh-1 = Gx ('\ Ghx = 1, 

because hx I' x. Therefore, f ¢. UxeX Gx , so that fEN. We conclude that 
CG(h) ~ N, and so [G: CG(h)] = [G : N] [N : CG(h)] :2: [G: N] = n - 1. But 
[G: CG(h)] is the number of conjugates of h, all of which lie in the normal 
subgroup N of order n. It follows that N# consists precisely of all the conju­
gates of h; that is, N is a p-group (of exponent p), and so n = INI is a power 
ofp. 

(v) If 9 EGis an involution, then conjugation by 9 is an automorphism of 
N satisfying the conditions in Exercise 1.50(ii). Therefore, N is an abelian 
group of exponent p, hence it is a vector space over lLp, and hence it is an 
elementary abelian p-group. 

(vi) We know that N <I G, N ('\ Gx = 1, and NGx = G (by the product rule). 
(One could also use the Schur-Zassenhaus lemma, for the orders of Nand 
Gx are consecutive integers, hence are relatively prime.) • 

Here is the proper context for this theorem. Let X be a faithful transitive 
G-set with each 9 E G# having at most one fixed point. If no such 9 has a fixed 
point, then X is a regular G-set; if some 9 does have a fixed point, then G is 
called a Frobenius group. (An equivalent description of a Frobenius group is 
given in Exercise 9.9 below: a group G is a Frobenius group if and only if it 
contains a proper subgroup H I' 1, called a Frobenius complement, such that 
H ('\ gHg-1 = 1 for all 9 ¢. H.) It is easy to see that if there exists a faithful 
sharply 2-transitive G-set X of any (not necessarily odd) degree, then G is 
a Frobenius group: set H = Gx, and note that Gx ('\ gGxg-1 = Gx ('\ GgX = 
Gx.gx = 1 for all 9 ¢. Gx. In 1901, Frobenius proved that Frobenius kernels of 
Frobenius groups are (normal) subgroups (in 1959, Thompson proved that 
Frobenius kernels are always nilpotent), and that every Frobenius group Gis 
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a semidirect product of its Frobenius kernel by Gx (which is a Frobenius 
complement) (see Isaacs (1976), p. 100). Every Sylow subgroup of a Frobenius 
complement is either cyclic or generalized quaternion; such groups are usu­
ally solvable (see Theorem 7.53), but there do exist nonsolvable ones. The 
group SL(2, 5), which is not solvable, by Corollary 8.15, is a Frobenius com­
plement. Let V be a two-dimensional vector space over GF(29), and let 
GL(2, 29) act on V by matrix multiplication on the elements of V regarded as 
column vectors. There is a copy H of SL(2, 5) imbedded in GL(2, 29), and the 
group G = V ~ H is a Frobenius group with Frobenius complement H ~ 
SL(2, 5) (see Passman (1968), p. 202). 

EXERCISES 

9.1. If V is a vector space, then GL(V) acts faithfully on V and on V# = V - {O}. 

9.2. Let H be a proper subgroup of G. 
(i) Show that the representation of G on the cosets of H (Theorem 3.14) makes 

the set of co sets G/H into a transitive G-set of degree [G: H]. Show that 
G/H need not be faithful. 

(ii) Show that the representation of G on the conjugates of H (Theorem 3.17) 
makes the family of all conjugates of H into a transitive G-set of degree 
[G: NG(H)] which need not be faithful. 

9.3. Let n ~ 5 and 2 < t < n. 
(i) Show that Sn cannot act transitively on a set with t elements. Conclude that 

every orbit of an Sn-set with more than two elements has at least n elements. 
(ii) Show that Sn has no subgroups of index t. 

9.4. If X is a G-set and H s G, then every G-orbit is a disjoint union of H-orbits. 

9.5. (i) If G is a finite group with G# = G - {I} a transitive Aut(G)-set, then G is 
elementary abelian. 

(ii) Show that Q# is a transitive Aut(Q)-set. 

9.6. If X is a transitive G-set and N <J G, then X is an N-set and INxl = INyl for all 
X,YEX. 

9.7. Let G be a group with IGI < n. Prove that G is isomorphic to a transitive 
subgroup of Sn if and only if G contains a subgroup H of index n such that 
neither H nor any proper subgroup of H is normal in G. (Hint. For necessity, use 
Theorem 3.12; for sufficiency, take H to be the stabilizer of any symbol.) 

9.8. Let X be a G-set and let H s G. If the H-orbits of X are {d\, ... , (9,}, then the 
orbits of gHg-1 are {g(91, ... , g(9,}. Use this result to give a new proof of Theo-

rem 9.3(ii). 

9.9. A finite group G acting on a set X is a Frobenius group if and only if there is a 
subgroup H with 1 < H < G and H n gHg- 1 = 1 for all g rt H. (Hint. Take H to 
be the stabilizer of a point.) 

9.10. If G is abelian, then a faithful transitive G-set is regular. (Hint. If x, Y E X, then 

Gx = Gy .) 
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9.11. If X is a sharply k-transitive G-set, then X is not (k + I)-transitive. (In particu­
lar, no regular G-set is doubly transitive.) 

9.12. If X is a transitive G-set, prove that IGI rank X = LgeGF(g)2, where F(g) is the 
number of x E X fixed by g. (Hint. Count the set {(g, x, y) E G x X xX: gx = x, 
gy = y} in two different ways.) 

Primitive G-Sets 

If G is a group of order n, then Cayley's theorem gives a faithful permutation 
representation of G of degree n; that is, G may be regarded as a subgroup of 
Sn. The coming discussion can often give representations of smaller degree. 

Definition. If X is a G-set, then a block is a subset B of X such that, for each 
g E G, either gB = B or gB n B = 0 (of course, gB = {gx: x E B}). 

Uninteresting examples of blocks are 0, X, and one-point subsets; any 
other block is called nontrivial. 

Consider the following example of a G-set of degree 6, where G ~ S3' 

G = {l, (1 2 3)(a be), (1 3 2)(a c b), (1 b)(2 a)(3 c), 

(1 a)(2 c)(3 b), (1 c)(2 b)(3 a)} 

C'r"""---+--~--~a 

3 '-----T---+---~ 2 

b 

Figure 9.1 

It is easy to see that either "triangle" {1, 2, 3} or {a, b, c} is a block; moreover, 
{1, a}, {2, b}, and {3, c} are also blocks. 

Definition. A transitive G-set X is primitive if it contains no nontrivial block­
otherwise, it is imprimitive. ' 
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Every partition {Bl , ... , Bm} of a set X determines an equivalence rela­
tion == on X whose equivalence classes are the B;. In particular, if X is a G-set 
and B is a block, then there is an equivalence relation on X given by x == Y 
if there is some g;B containing both x and y. This equivalence relation is 
G-invariant: that is, if x == y, then gx == gy for all g E G. Conversely, if == is a 
G-invariant equivalence relation on a G-set X, then anyone of its equivalence 
classes is a block. Thus, a G-set is primitive if and only if it admits no non­
trivial G-invariant equivalence relations. 

Theorem 9.12. Every doubly transitive G-set X is primitive. 

Proof. If X has a nontrivial block B, then there are elements x, y, Z E X with 
x, y E Band Z ¢ B. Since X is doubly transitive, there is g E G with gx = x 
and gy = z. Hence, x E B n gB and B "# gB, a contradiction. • 

Theorem 9.13. Let X be a transitive G-set of degree n and let B be a nontrivial 
block of X. 

(i) If g E G, then gB is a block. 
(ii) There are elements g 1, ... , gm of G such that 

Y = {glB, ... , gmB} 

is a partition of X. 
(iii) IBI divides n, and Y is a transitive G-set of degree m = n/IBI· 

Proof. (i) If gB n hgB "# 0 for some hE G, then B n g-lhgB "# 0; since B is 
a block, B = g-lhgB and gB = hgB. 

(ii) Choose bE B and Xl ¢ B. Since G acts transitively, there is gl E G with 
glb = Xl. Now B"# glB implies B nglB = 0, because B is a block. If X = 
B u glB, we are done. Otherwise, choose Xz ¢ B u glB, and choose gz E G 
with gzb = xz. It is easy to see that gzB is distinct from B and from glB, so 
that gzB n (B u glB) = 0 because Band glB are blocks. The proof is com­
pleted by iterating this procedure. 

(iii) Since IBI = Ig;BI for all i, n = IXI = mlBI and I YI = m = n/IBI .. To 
see that Y is a transitive G-set, let g;B, gjB E Y and choose x E B. Smce 
X is transitive, there is g E G with gg;x = gjX; that is, 0 "# gg;B n gjB = 
(gg;gi l )gjB n gjB. Since gjB is a block, it follows that gg;B = gjB, as 
desired. • 

Definition. If B is a block of a transitive G-set X and if Y = {glB, ... , gm B} is 
a partition of X (where g l' ... , gm E G), then Y is called the imprimitive system 

generated by B. 

Corollary 9.14. A transitive G-set of prime degree is primitive. 

Proof. This follows from Theorem 9.1 3 (iii). • 
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Here is a characterization of primitive G-sets. 

Theorem 9.15. Let X be a transitive G-set. Then X is primitive if and only if, 
for each x E X, the stabilizer Gx is a maximal subgroup. 

Proof. If Gx is not maximal, there is a subgroup H with Gx < H < G, and we 
will show that Hx = {gx: g E H} is a nontrivial block; that is, X is imprimi­
tive. If g E G and Hx (\ gHx -=f 0, then hx = gh'x for h, h' E H. Since h-1gh' 
fixes x, we have h-1gh' E Gx < H and so g E H; hence, gHx = Hx, and Hx is 
a block. It remains to show that Hx is nontrivial. Clearly Hx is nonempty. 
Choose g E G with g ¢ H. If Hx = X, then for every y E X, there is h E H with 
y = hx; in particular, gx = hx for some hE H. Therefore g-lh E Gx < Hand 
g E H, a contradiction. Finally, if Hx is a singleton, then H ~ Gx , contra­
dicting Gx < H. Therefore, X is imprimitive. 

Assume that every Gx is a maximal subgroup, yet there exists a nontrivial 
block B in X. Define a subgroup H of G: 

H = {g E G: gB = B}. 

Choose x E B. If gx = x, then x E B (\ gB and so gB = B (because B is a 
block); therefore, Gx ~ H. Since B is nontrivial, there is y E B with y -=f x. 
Transitivity provides g E G with gx = y; hence y E B (\ gB and so gB = B. 
Thus, g E H while g ¢ Gx ; that is, Gx < H. If H = G, then gB = B for all g E G, 
and this contradicts X -=f B being a transitive G-set. Therefore Gx < H < G, 
contradicting the maximality of Gx . • 

EXAMPLE 9.4. If X is a transitive G-set and 1 -=f H <I G, then it need not be 
true that X is a transitive H-set. For example, if V is a vector space, then 
V# = V - {O} is a transitive GL(V)-set. However, if H is the center ofGL(V) 
(i.e., if H is the subgroup of all the scalar transformations), then V# is not a 
transitive H-set. 

Lemma 9.16. Let X be a G-set, and let x, y E X. 

(i) If H ~ G, then Hx (\ Hy -=f 0 implies Hx = Hy. 
(ii) If H <I G, then the subsets Hx are blocks of x. 

Proof. (i) It is easy to see that Hy = Hx if and only if y E Hx. If Hy (\ Hx -=f 
0, then there are h, h' E H with hy = h'x. Hence y = h-Wx E Hx and 
Hy=Hx. 

(ii) Assume gHx (\ Hx -=f 0. Since H <I G, gHx (\ Hx = Hgx (\ Hx. There 
are h, h' E H with hgx = h'x, and so gx = h-1h'x E Hx. Therefore, gHx = 
Hx .• 

Theorem 9.17. 

(i) If X is a faithful primitive G-set of degree n ~ 2, if H <I G and if H -=f 1, 
then X is a transitive H -set. 

(ii) n divides IHI. 
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Proof. (i) The lemma shows that Hx is a block for every x E X. Since X 
is primitive, either Hx = 0 (plainly impossible), Hx = {x}, or Hx = X. If 
Hx = {x} for some x E X, then H ~ Gx . But if 9 E G, then normality of H 
gives H = gHg- 1 ~ gGxg- 1 = Ggx. Since X is transitive, H ~ nYEX Gy = 1, 
for X is faithful, and this is a contradiction. Therefore Hx = X and X is a 
transitive H-set. 

(ii) This follows from Theorem 9.2. • 

Using this theorem, we see that the GL(V)-set V# in Example 9.4 is transi­
tive but not primitive. 

Corollary 9.18. Let X be a faitJiful primitive G-set of degree n. If G is solvable, 
then n = pm for some prime divisor p of 1 G I; if G is nilpotent, then n is a prime 
divisor of IGI. 

Proof. If G is solvable, a minimal normal subgroup H of G is elementary 
abelian of order pk, by Theorem 5.24. The theorem now gives n a divisor of 
pk, and so n, too, is a power of p. If G is nilpotent, then G has a normal 
subgroup H of prime order p (e.g., take H = (g), where 9 is an element of 
order p in Z(G». The theorem gives n a divisor of p; that is, n = p. • 

EXERCISES 

9.13. Let X be an imprimitive G-set and let B be a maximal nontrivial block of X; 
that is, B is not a proper subset of a nontrivial block. Show that the imprimitive 
system Y generated by B is a primitive G-set. Give an example with X faithful 
and Y not faithful. 

9.14. (i) Let X be a transitive G-set, let x E X, and let A be a nonempty subset of X. 
Show that the intersection of all gA containing x, where g E G, is a block. 

(ii) Let X be a primitive G-set and let A be a nonempty proper subset of X. If x 
and yare distinct elements of X, then there exists g E G with x E gA and 
y f gAo (Hint. The block in part (i) must be {x}.) 

9.15. (i) Prove that if a group G has a faithful primitive G-set, then its Frattini 
subgroup <l>(G) = l. 

(ii) Prove that a p-group G that is not elementary abelian has no faithful primi-
tive G-set. (Hint. Theorem 5.47.) 

Simplicity Criteria 

We now prepare the way for new proofs showing that the alternating groups 
and the projective unimodular groups are almost always simple. 

Definition. If X is a G-set and H <J G, then H is a regular normal subgroup if 

X is a regular H -set. 
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If H is a regular normal subgroup, then IHI = IXI. Thus, all regular normal 
subgroups have the same order. 

Theorem 9.19. Let X be a faitliful primitive G-set with Gx a simple group. Then 
either G is simple or every nontrivial normal subgroup H of G is a regular 
normal subgroup. 

Proof. If H <J G and H i= 1, then Theorem 9.17(i) says that X is a transitive 
H-set. We have H (\ Gx <J Gx for every x E X, so that simplicity of Gx gives 
either H (\ Gx = 1 and X is regular or H (\ Gx = Gx ; that is, Gx :::;; H for some 
x E X. In the latter event, Theorem 9.15 gives Gx a maximal subgroup of G, 
so that either Gx = H or H = G. The first case cannot occur because H acts 
transitively, so that H = G and G is simple. • 

It is proved in Burnside (1911), p. 202, Theorem XIII, that if a group G has 
a faithful doubly transitive G-set X whose degree is not a prime power, then 
either G is simple or G has a simple normal subgroup. (This result may be 
false when the degree is a prime power; S4 is a counterexample.) 

Here is the appropriate notion of homomorphism of G-sets. 

Definition. If X and Yare G-sets, then a function f: X --+ Y is a G-map if 
f(gx) = gf(x) for all x E X and g E G; if f is also a bijection, then f is called a 
G-isomorphism. Two G-sets X and Yare isomorphic, denoted by X ~ Y, if 
there is a G-isomorphism f: X --+ Y. 

By Theorem 9.1, every G-set X determines a homomorphism <p: G --+ Sx. 
Usually there is no confusion in saying that X is a G-set and not displaying 
<p, but because we now wish to compare two G-sets, let us denote X more 
precisely by (X, <p). The action of g E G on x E X is now denoted by <PgX 
instead of by gx. The definition of G-map f: (X, <p) --+ (Y, r/I) now reads, for all 
g E G and x E X, as 

EXAMPLE 9.5. Let G be a group, and let A, p: G --+ SG be the left and right 
regular representations of G (recall that Ag: x H gx and Pg: x H xg-1 for all 
x, g E G). We claim that (G, A) and (G, p) are isomorphic G-sets. Define 
f: G --+ G by f(x) = x-1 ; clearly f is a bijection. Let us see that f is a G-map. 

f(A/X)) = f(gx) = x-1g-1 = f(X)g-l = pg(f(x)). 

EXAMPLE 9.6. Chinese Remainder Theorem. 

If S :::;; G is any (not necessarily normal) subgroup, we denote the family of 
all left cosets of S in G by GIS; it is a G-set with action g(xS) = (gx)S (as in 
Theorem 3.12). If X and Yare G-sets, then their cartesian product X x Y 
may be regarded as a G-set with diagonal action: g(x, y) = (gx, gy). 
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If G is a (finite) group and H, K :s;; G are such that HK = G, then there is a 
G-isomorphism f: G/(H n K) .:+ (G/H) x (G/K), where the latter has diagonal 
action. Define f by x(H n K) 1-4 (xH, xK). It is straightforward to show 
that f is a well defined injective G-map. Since HK = G, the product formula 
IHKIIH n KI = IHlIKI gives IGI/IHlIKI = l/IH n KI; multiplying both sides 
by IGI gives [G: H] [G: K] = [G: H n K], and so f must be surjective as 
well. Therefore, f is a G-isomorphism. 

Theorem 9.20. Every transitive G-set X is isomorphic to the G-set G/Gx of all 
left cosets of Gx on which G acts by left multiplication. 

Proof. Let X = {Xl' ... , x n }, let H = GX" and, for each i, choose gi E G with 
giX1 = X; (which is possible because X is transitive). The routine argument 
thatf: X -. G/H, given by f(x;) = g;H, is a well defined bijection is left to the 
reader (recall that n = 1(D(x1 )1 = [G: H]). To check that f is a G-map, note 
that if 9 E G, then for all i there is j with gx; = Xj' and so 

f(gx;) = f(xj) = gjH. 

On the other hand, 
gf(x;) = gg;H. 

But gg;X1 = gx; = Xj = gjX1; hence g;lgg; E GX1 = H, and so gjH = gg;H, as 
desired. • 

Theorem 9.21. 

(i) If H, K :s;; G, then the G-sets G/H and G/K (with G acting by left multipli­
cation) are isomorphic if and only if Hand K are conjugate in G. 

(ii) Two transitive G-sets (X, q» and (Y, ljI) are isomorphic if and only if stabi­
lizers of points in each are conjugate in G. 

Proof. (i) Assume that there is a G-isomorphism f: G/H -. G/K. In particular, 
there is 9 E G with f(H) = gK. If hE H, then 

gK = f(H) = f(hH) = hf(H) = hgK. 

Therefore, g-lhg E K and g-l Hg :s;; K. Now f(g-l H) = g-lf(H) = g-lgK = 
K gives f-1(K) = g-l H. The above argument, using f- 1 instead of f, gives 
the reverse inclusion gKg-1 :s;; H. 

Conversely, if g-l Hg = K, define f: G/H -. G/K by f(aH) = agK. It is rou­
tine to check that f is a well defined G-isomorphism. 

(ii) Let Hand K be stabilizers of points in (X, q» and (Y, ljI), respectively. 
By Theorem 9.20, (X, q» ~ G/H and (Y, ljI) ~ G/K. The result now follows 

from part (i). • 

Corollary 9.22. If G is solvable, then every maximal subgroup has index a prime 
power; if G is nilpotent, then every maximal subgroup has prime index. 
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Remark. The second statement was proved in Theorem 5.40. 

Proof. If H ~ G, then the stabilizer of the point {H} in the transitive 
G-set G/H is the subgroup H. If H is a maximal subgroup of G, then G/H 
is a primitive G-set, by Theorem 9.15, and so IG/HI = [G: H] is a prime 
power, by Corollary 9.18. A similar argument gives the result when G is 
nilpotent. • 

Lemma 9.23. Let X be a transitive G-set and let H be a regular normal sub­
group of G. Choose x E X and let Gx act on H# by conjugation. Then the 
Gx-sets H# and X - {x} are isomorphic. 

Proof. Define f: H# -+ X - {x} by f(h) = hx (notice that hx =F x because H 
is regular). If f(h) = f(k), then h-1k E Hx = 1 (by regularity), and so f is injec­
tive. Now IXI = IHI (regularity again), IH#I = IX - {x}l, and so f is surjec­
tive. It remains to show that f is a Gx-map. If 9 E Gx and h E H#, denote the 
action of 9 on h by 9 * h = ghg-1. Therefore, 

f(g * h) = f(ghg- 1) = ghg-1x = ghx, 

because g-1 E Gx; on the other hand, g. f(h) = g(hx), and so f(g * h) = 

g·f(h). • 

Lemma 9.24. Let k ~ 2 and let X be a k-transitive G-set of degree n. If G has 
a regular normal subgroup H, then k ~ 4. Moreover: 

(i) if k ~ 2, then H is an elementary abelian p-group for some prime p and n 
is a power of p; 

(ii) if k ~ 3, then either H ~ £:3 and n = 3 or H is an elementary abelian 
2-group and n is a power of 2; and 

(iii) if k ~ 4, then H ~ V and n = 4. 

Proof. By Lemma 9.5, the Gx-set X - {x} is (k - i)-transitive for each fixed 
x E X; by Lemma 9.23, H# is a (k - i)-transitive Gx-set, where Gx acts by 
conjugation. 

(i) Since k ~ 2, H# is a transitive Gx-set. The stabilizer Gx acts by conjuga­
tion, which is an automorphism, so that all the elements of H# have the same 
(necessarily prime) order p, and H is a group of exponent p. Now Z(H) <I G, 
because Z(H) is a nontrivial characteristic subgroup, so that IXI = I Z(H) I = 
IHI, for Z(H) and H are regular normal subgroups of G'. Therefore, Z(H) = 
H, H is elementary abelian, and IXI is a power of p. 

(ii) If hE H#, then it is easy to see that {h, h-1 } is a block. If k ~ 3, then 
H# is a doubly transitive, hence primitive, Gx-set, so that either {h, h-1 } = 
H# or {h, h-1} = {h}. In the first case, IHI = 3, H ~ £:3' and n = 3. In the 
second case, h has order 2, and so the prime p in part (i) must be 2. 

(iii) If k ~ 4, k - 1 ~ 3 and IH#I ~ 3; it follows that both H ~ £:3 and 
H ~ £:2 are excluded. Therefore, H contains a copy of V; say, {i, h, k, hk}. 
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Now (Gx)h acts doubly transitively, hence primitively, on H# - {h}.1t is easy 
to see, however, that {k, hk} is now a block, and so H# - {h} = {k, hk}. We 
conclude that H = {1, h, k, hk} ~ V and n = 4. 

Finally, we cannot have k ~ 5 because n :5: 4. • 

Of course, the case k = 4 does occur (G = S4 and H = V). Compare the 
case k = 2 with Theorem 9.11. 

Theorem 9.25. Let X be a faithful k-transitive G-set, where k ~ 2, and assume 
that Gx is simple for some x E X. 

(i) If k ~ 4, then G is simple. 
(ii) If k ~ 3 and IXI is not a power of 2, then either G ~ S3 or G is simple. 
(iii) If k ~ 2 and IXI is not a prime power, then G is simple. 

Proof. By Theorem 9.19, either G is simple or G has a regular normal sub­
group H. In the latter case, Lemma 9.24 gives k :5: 4; moreover, if k = 4, then 
H ~ V and IXI = 4. Now the only 4-transitive subgroup of S4 is S4 itself, but 
the stabilizer of a point is the nonsimple group S3. Therefore, no such H 
exists, and so G must be simple. The other two cases are also easy conse­
quences of the lemma (note that the stabilizer of a point of an S3-set is the 
simple group S2 ~ 7l.2 so that S3 is a genuine exception in part (ii)). • 

Here is another proof of the simplicity of the large alternating groups. 

Theorem 9.26. An is simple for all n ~ 5. 

Proof. The proof is by induction on n ~ 5. If n = 5, then the result is Lemma 
3.8. By Theorem 9.9, An acts (n - 2)-transitively on X = {1, 2, ... , n}; hence, 
if n ~ 6, then An acts k-transitively, where k ~ 4. The stabilizer (An)n of n is 
just An - 1 (for it consists of all the even permutations of {1, ... , n - 1}), and 
so it is simple, by induction. Therefore, An is simple, by Theorem 9.25(i). • 

Here is another simplicity criterion. It shall be used later to give another 
proof of the simplicity of the PSLs. 

Theorem 9.27 (Iwasawa, 1941). Let G = G' (such a group is called perfect) and 
let X be a faithful primitive G-set. If there is x E X and an abelian normal 
subgroup K <J Gx whose conjugates {gKg-l: 9 E G} generate G, then G is 

simple. 

Proof. Let H =I- 1 be a normal subgroup of G. By Theorem 9.17, H acts 
transitively on X. By hypothesis, each 9 E G has the form 9 = TI gikigi 1, 

where gi E G and ki E K. Now G = HGx , by Exercise 4.9(i), so that gi = hisi 
for each i, where hi E Hand Si E Gx • Normality of Kin Gx now gives 

9 = TI hiSikisilhil E HKH :5: HK 



264 9. Permutations and the Mathieu Groups 

(because H lies in the subgroup HK), and so G = HK. Since K is abelia~, 
G/H = HK/H ~ K/(H (\ K) is abelian, and H ~ G' = G. Therefore, G IS 

simple. • 

EXERCISES 

9.16. If X is a G-set, let Aut(X) be the group of all G-isomorphisms of X with itself. 
Prove that if X is a transitive G-set and x E X, then Aut(X) ~ NG(Gx)/Gx· (Hint. 
If cP E Aut(X), there is g E G with gx = cp(x); the desired isomorphism is 
qn--+g-1Gx ') 

9.17. Let X be a transitive G-set, and let x, y E X. Prove that Gx = Gy if and only if 
there is cp E Aut(X) with cp(x) = y. 

Affine Geometry 

All vector spaces in this section are assumed to be finite-dimensional. 

Theorem 9.28. If V is an n-dimensional vector space over a field K, then 
V# = V - {O} is a transitive GL(V)-set that is regular when n = 1. If n ~ 2, 
then V# is doubly transitive if and only if K = Z2' 

Proof. GL(V) acts transitively on V#, for every nonzero vector is part of a 
basis and GL(V) acts transitively on the set of all ordered bases of V. If n = 1, 
only the identity can fix a nonzero vector, and so V # = K x is regular. 

Assume that n ~ 2, and that {y, z} is a linearly independent subset. If 
K =1= Z2' there exists A E K with A =1= 0,1; if x E V#, then {x, Ax} is a linearly 
dependent set, and there is no g E G with gx = y and gAx = z. Therefore, 
GL(V) does not act doubly transitively in this case. If K = Z2, then every 
pair of distinct nonzero vectors is linearly independent, hence is part of a 
basis, and double transitivity follows from GL(V) acting transitively on the 
set of all ordered bases of V. • 

Definition. If V is a vector space and y E V, then translation by y is the func­
tion ty: V --+ V defined by 

ty(X) = x + y 

for all x E V. Let Tr(V) denote the group of all translations under composi­
tion (we may also write Tr(n, K) or Tr(n, q)). 

Definition. If V is a vector space over K, then the affine group, denoted by 
Aff(V), is the group (under composition) of all functions a: V --+ V (called 
affinities) for which there is y E V and g E GL(V) such that 

a(x) = gx + y 
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for all x E V. (Of course, a is the composite tyg.) We may also denote AfT(V) 
by AfT(n, K) or by AfT(n, q). 

Since gtyg-1 = tgy, we have Tr(V) <J AfT(V); moreover, the map ty H Y is an 
isomorphism of the group Tr(V) with the additive abelian group V. 

Theorem 9.29. A vector space V of dimension n over a field K is a doubly 
transitive AfT(V)-space; it is sharply 2-transitive when n = 1. 

Proof. Since Tr(V) acts transitively on V (as is easily seen), it suffices to show 
that if x i= 0 and if y i= z are vectors, then there exists a E AfT(V) with a(x) = y 
and a(O) = z. There exists g E GL(V) with g(x) = y - z, by Theorem 9.28, and 
one checks that a E AfT(V), defined by a: VHg(V) + z, sends (x, 0) to (y, z). If 
n = 1, then g is unique, hence a is unique, and so the action is sharp. • 

When n = 1 and K = GF(q), then IAfT(l, q)1 = q(q - 1), for AfT(l, q) acts 
sharply 2-transitively on a set with q elements. Indeed, AfT(I, q) is the semi­
direct product K ~e KX, where 0: K X -+ K is defined by 0: x Hmultiplication 
by x. If q is a power of an odd prime, then K = GF(q) is a sharply 2-transitive 
AfT(l, q)-set of odd degree, and so AfT(l, q) is described by Theorem 9.11. 

Let us now consider linear subsets of a vector space V: lines, planes, etc., 
not necessarily passing through the origin. 

Definition. If S is an m-dimensional subspace of a vector space V, then a coset 
W = S + v, where v E V, is called an affine m-subspace of V. The dimension of 
S + v is defined to be the dimension of the subspace S. 

There are special names for certain affine m-subspaces: if m = 0, 1, or 2, 
they are called points, affine lines, and affine planes, respectively; if dim V = n, 
then affine (n - 1)-subspaces of V are called affine hyperplanes. 

We are going to focus attention on the affine subspaces of a vector space 
V-its "geometry (that is, we focus on the lattice of all affine subspaces)." 
Here is a description of this aspect of V. 

Definition. Let V be an n-dimensional vector space over a field K, let A be a 
set, and, for 0 ::::; m ::::; n, let 9'm(A) be a family of subsets of A (called affine 
m-subspaces). If oc: V -+ A is a bijection such that a subset W of V is an affine 
m-subspace (W = S + v) if and only if oc(W) E 9'm(A), then (A, 9'*(A), oc) is 
called an affine n-space over K with associated vector space V. 

EXAMPLE 9.7. If V is an n-dimensional vector space over a field K, define 
9'm(V) to be the family of all affine m-subspaces S + v in V (where S is a 
sub-vector space) and define oc: V -+ V to be the identity. Then (V, 9'*(V), Iv) 
is an affine space, called the standard affine space of V over K. 

EXAMPLE 9.8. Let (V, 9'*(V), Iv) be a standard affine space over K and let 
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V E V. Then (V, Sf*(V), tv) is also an affine space over K, where tv is translation 
by v. 

We have not given the most important examples of affine spaces: certain 
subsets of projective spaces (to be defined in the next section). A projective 
space X is obtained from a vector space V by adjoining a "hyperplane at 
infinity"; the original V inside of X is called the "finite" portion of X; that is, 
it is called affine. 

Definition. If (A, Sf*(A), IX) and (B, Sf*(B), /3) are affine spaces over K, then a 
bijection f: A -+ B is an affine isomorphism if, for all m, a subset W of A lies 
in Sfm(A) if and only if f(W) lies in Sfm(B). One says that (A, Sf*(A), IX) and 
(B, Sf* (B), /3) are isomorphic if there is an affine isomorphism between them. 

If (A, Sf*(A), IX) is an affine space over K, then the set of all affine automor­
phisms of A is a group under composition, denoted by 

Aut(A, Sf*(A), IX). 

If (A, Sf*(A), IX) is an affine space over K, then IX: V -+ A is an affine isomor­
phism from (V, Sf*(V), lv) to (A, Sf*(A), IX), and so every affine space is iso­
morphic to a standard affine space. 

Theorem 9.30. If (A, Sf*(A), IX) is an affine space associated to a vector space V, 
then 

Aut(V, Sf*(V), lv) ~ Aut(A, Sf*(A), IX). 

Moreover, two affine spaces (A, Sf*(A), IX) and (B, Sf*(B), /3) over K are isomor­
phic if and only if they have associated vector spaces of the same dimension. 

Proof. It is easy to see that fl-+ IXflX-1 is an isomorphism Aut(V, Sf*(V), lv) -+ 
Aut(A, Sf*(A), IX). 

If (A, Sf*(A), IX) is an affine space with associated vector space V, then 
dim V is the largest m for which Sfm(A) is defined. Therefore, isomorphic 
affine spaces have associated vector spaces of the same dimension. 

Conversely, if dim V = dim U, then there is a nonsingular linear transfor­
mation g: V -+ U, and /3glX-1: A -+ B is an affine isomorphism, for it is a 
composite of such. • 

As a consequence of Theorem 9.30, we abbreviate notation and write 

Aut(V, Sf*(V), lv) = Aut(V). 

If V is an n-dimensional vector space over a field K, we may write Aut(n, K), 
and if K = GF(q), we may write Aut(n, q). 

It is clear that Aff(V) ::; Aut(V), for affinities preserve affine subspaces. Are 
there any other affine automorphisms? 
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EXAMPLE 9.9. If K = IC, the map f: en --+ en (the vector space of all n-tuples 
of complex numbers), given by (z 1, ... , Z.) f--+ (z 1, ... , z.) (where z denotes the 
complex conjugate of z), is easily seen to be an affine automorphism. More 
generally, if (J is any automorphism of a field K, then (J*: K· --+ K·, defined by 

(J*(2 1 , ••• , 2n) = (2t, ... , 2~), 

is an affine automorphism, where 2 G denotes the image of 2 under (J. 

Here is a coordinate-free description of a*. 

Definition. Let V and V' be vector spaces over K. A function f: V --+ Viis a 
semilinear transformation if there exists a E Aut(K) such that, for all x, y E V 
and all 2 E K, 

f(x + y) = f(x) + f(y) 

and 
f(2x) = 2 Gf(x). 

A semi linear transformation f is nonsingular if it is a bijection. 

All linear transformations are semilinear (take (J = lK), as are all the func­
tions a* of Example 9.9, and it is easy to see that every nonsingular semilinear 
transformation V --+ V is an affine automorphism of the standard affine space. 

We claim that each nonzero semilinear transformation f: V --+ U deter­
mines a unique automorphism a of K. Assume that there is an automorphism 
r of K for which f(2v) = 2 Gf(v) = 21(v). Since f is nonzero, there is a vector 
Vo E V with f(vo) #- O. For each 2 E K, 2 Gf(vo) = 21(vo); hence, 2 G = 2 t and 
(J = r. If f and g are semilinear transformations V --+ V with field automor­
phisms a and r, respectively, then their composite fg is semilinear with field 
automorphism ar; if f is a nonsingular semilinear transformation with field 
automorphism a, then f- 1 is semi linear with field automorphism a-i. 

Definition. All nonsingular semilinear transformations on a vector space V 
form a group under composition, denoted by rL(V). If V is an n-dimensional 
vector space over K, then we may write rL(n, K), and if K = GF(q), we may 
write rL(n, q). 

Of course, rL(V) ::;; Aut(V). 
The remarkable fact is that we have essentially displayed all possible affine 

automorphisms. Here are two lemmas needed to prove this. 

Lemma 9.31. Let V be a vector space of dimension 2:: 2 over a field K. 

(i) Two distinct lines t 1 = KXl + Yl and t 2 = KX2 + Y2 are either disjoint or 
intersect in a unique point. 

(ii) Two distinct points x, Y E V lie in a unique line, namely, K(x - y) + y. 
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(iii) If {x, y} is linearly independent, then 

{x + y} = (Kx + y)n(Ky + x). 

(iv) Two distinct hyperplanes H + x and J + yare disjoint if and only if H = 
J. In particular, if dim V = 2, distinct lines Kx + y and Kz + ware dis­
joint if and only if Kx = Kz. 

Proof. (i) If z E t 1 nt 2' then t 1 nt 2 =(Kx1 + Yt)n(Kxl + Yl)=(Kx1 nKx1 )+ 
z, by Exercise 2.26. Now KX1 = KXl cannot occur lest the lines t 1 and t 1 

be distinct co sets of the same subgroup KX1 and hence disjoint. Therefore 
KX1 n KXl = {O} and t1 n t2 = {z}. 

(ii) Clearly K(x - y) + y is a line containing x and y; a second such line 
intersects this one in at least two points, contradicting (i). 

(iii) Independence of {x, y} implies that the lines Kx + y and Ky + x are 
distinct. But x + Y E (Kx + y) n (Ky + x), and (i) now gives the result. 

(iv) If H = J, then distinct hyperplanes are distinct cosets of H, and hence 
are disjoint. If H '" J, then H + J = V (because Hand J are maximal sub­
spaces). Hence y - x = h + j for some hE Hand j E J. Therefore, h + x = 
- j + Y E (H + x) n (J + y), and the hyperplanes intersect. 

The last statement follows, for a hyperplane in a two-dimensional vector 
space is a line. • 

Lemma 9.32. Let V and U be vector spaces over K, let f: V -+ U be an affine 
isomorphism of standard affine spaces with f(O) = 0, and let W be a two­
dimensional subspace of V with basis {x, y}. Then: 

(i) f(Kx) = Kf(x); 
(ii) {f(x), f(y)} is linearly independent; 

(iii) f(W) = <f(x), f(y), the subspace spanned by f(x) and f(y); and 
(iv) fl W: W -+ f(W) is an affine isomorphism. 

Proof. (i) Kx is the unique line containing x and 0, and f(Kx) is the unique 
line containing f(x) and f(O) = o. 

(ii) If {f(x), f(y)} is dependent, then f(x), f(y), and 0 are collinear; ap­
plying the affine isomorphism f- 1 gives x, y, and 0 collinear, contradicting 
the independence of {x, y}. 

(iii) For each ordered pair A, J1. E K, not both zero, denote the line contain­
ing AX and J1.y by t(A, J1.). Since W = U ... ,,,t(A, J1.), it follows that f(W) = 

U ... ,,,f(t(A, J1.)). Denote <f(x), f(y) by W'. To see that f(W) = W', choose a 
line t(A, J1.). By (i), there are 0(, P E K with f(AX) = O(f(x) and f(J1.Y) = Pf(y). 
Now f(AX), f(J1.Y) E W' for all A and J1., hence f(t(A, J1.)) c W', and so f(W) c 
W'. For the reverse inclusion, consider the affine isomorphism f- 1 and the 
subset {f(x),f(y)}, which is independent, by (ii). As above, we see that 
f-1(W' ) c W, so that W' c f(W). 

(iv) By (iii), f(W) is a two-dimensional vector space, and so its affine struc­
ture is the same as that of W, by Theorem 9.30. • 
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Theorem 9.33. If V and U are isomorphic vector spaces of dimension 2': 2 over 
a field K, then every affine isomorphism f: V --+ U has the form f = tug for 
some U E U and some nonsingular semilinear transformation g; that is, for all 
XEV, 

f(x) = g(x) + u. 

Remarks. 1. One must assume that dim V 2': 2, for every bijection between 
one-dimensional vector spaces is an affine isomorphism. 

2. We will not use the full force of the hypothesis, namely, f(2'm(V)) = 
2'm(U) for all m ::::; n; we shall assume only that f(2'l (V)) = 2'1 (U); that is, f 
carries lines to lines. 

Proof. Composing f with the translation x 1--+ x - f(O), we may assume that 
f(O) = 0; it suffices to prove that such an affine isomorphism is semilinear. 
Since f is a bijection, it preserves intersections; in particular, if t 1 and t 2 are 
lines, then f(t 1 n t 2) = f(t 1) n f(t 2)' 

If {x, y} is independent, then we claim that 

f(Kx + y) = Kf(x) + fey)· 

By Lemma 9.32(iii), both f(Kx + y) and f(Kx) are lines contained in 
<f(x), f(y); indeed, they are disjoint because Kx + y and Kx are disjoint. 
Since f(Kx) = Kf(x), by Lemma 9.31(i), we may apply Lemma 9.31(iv) to 
<f(x), f(y) to obtain 

f(Kx + y) = Kf(x) + z 

for some z. In particular, there are scalars a, 13 E K with fey) = af(x) + z and 
f(h + y) = f3f(x) + z, where A E K and 13 depends on .t Thus 

f(h + y) = f3f(x) + fey) - af(x) 

= (13 - a)f(x) + fey) E Kf(x) + fey)· 

Therefore f(Kx + y) c Kf(x) + fey), and equality holds because both are 
lines. 

We now prove thatf(x + y) = f(x) + fey) when {x, y} is independent. By 
Lemma 9.31 (iii), (Kx + y) n (Ky+x)= {x + y}. Since f preserves intersections, 

{I(x + y)} = f(Kx + y) nf(Ky + x) 

= [Kf(x) + fey)] n [Kf(y) + f(x)] 

= {I(x) + f(y)}, 

the last equality because {I(x), f(y)} is independent (Lemma 9.32(ii)). There­
fore, f(x + y) = f(x) + fey) if {x, y} is independent. It remains to show that 
f(AX + /1x) = f(AX) + f(/1x), and we do this in two steps (as f(O) = 0, we may 
assume that A oF 0 and /1 oF 0). Since dim V 2': 2, we may choose w so that 
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{w, X} is independent; it follows that {X + w, - X} is also independent. Now 

f(w) = f«x + w) - x) 

= f(x + w) + f( - x) (independence of {x + w, - x}) 

= f(x) + f(w) + f( -x) (independence of {x, w}) 

It follows that f( -x) = -f(x). Consequently, if A + Jl = 0, then f(AX + Jlx) = 
0= f(AX) + f(Jlx). Finally, if A + Jl =1= 0, then {AX + w, JlX - w}, {AX, w}, and 
{JlX, - w} are independent sets (for A =1= 0 and Jl =1= 0), and so 

f(AX + Jlx) = f(AX + w) + f(Jlx - w) 

= f(AX) + f(w) + f(Jlx) + f( -w) 

= f(AX) + f(Jlx). 

We have proved that f is additive. 
If x =1= 0 and A E K, then f(Kx) = Kf(x) implies that there is O"x(A) E K with 

f(AX) = O"AA)f(x). The function O"x: K --+ K is a bijection (because f(Kx) = 
Kf(x» with O"Al) = 1. Additivity of f implies 

O'AA + Jl)f(x) = f«A + Jl)x) = f(h + Jlx) 

= f(AX) + f(Jlx) = [O'AA) + O"x(Jl)]f(x); 

Since f(x) =1= 0, we see that o"x is additive. 
Next, we show that o"x does not depend on x. Choose w so that {x, w} is 

independent. Now 

f(AX + AW) = f(AX) + f(AW) = O"AA)f(x) + O'w(A)f(w). 

On the other hand, 

f(AX + AW) = O"x+w(A)f(x + w) = O"x+w(A) [f(x) + f(w)]. 

Equating coefficients, 
O"x(A) = O"x+w(A) = O'w(A). 

Lastly, if Jl E KX, then {JlX, w} is independent and we see, with JlX in place of 
x, that O'/lx(A) = O"w(A). 

It remains to show that 0": K --+ K is multiplicative (the subscript may now 
be omitted). But 

f(AJlX) = O"x(AJl)f(:x;) 

and also 
f(AJlX) = O"/lAA)f(Jlx) = O"/lx(A)O'x(Jl)f(x). 

Therefore, O"x(AJl) = O'/lx(A)O"x(Jl); as 0" does not depend on the subscript, 
O"(AJl) = O"(A)O"(Jl), and so 0" E Aut(K). It follows that f is semilinear. • 

Corollary 9.34. Let V and W be vector spaces over a field K with dim(V) = 
dim(W) ~ 2. If g: V --+ W is an additive function for which g(v) = AvV for all 
v E V, where Av E K, then all the Av are equal and g is a scalar transformation. 
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Proof. This is essentially contained in the next to last paragraph of the proof 
of the theorem. • 

Corollary 9.35. Let (A, ~*(A), 0:) and (B, ~*(B), [J) be affine spaces of dimen­
sion Z 2 with associated vector spaces V and U, respectively. If f: A -+ B is an 
affine isomorphism, then 

f = [Jtzgo:-1, 

where g: V -+ U is a nonsingular semilinear transformation and z = [J-lfo:(O). 

Proof. The function g': V -+ U, defined by g' = r1fo:, is an affine isomor­
phism; if g is defined by g = Lzg', then g: V -+ U is an affine isomorphism 
with g(O) = O. By Theorem 9.33, g is a nonsingular semilinear transformation. 
Therefore g = t-zg' = Lzr1fo:, and the result follows. • 

If V is a vector space over a field K, we have written Aut(V) for the group 
of all affine automorphisms of V. If dim V z 2, then Theorem 9.33 shows that 
f E Aut(V) if and only if f(x) = g(x) + y, where g is a nonsingular semilinear 
transformation and y E V. If dim V = 1, then we have already remarked that 
every permutation of V is an affine automorphism: the group of all affine 
automorphisms is the symmetric group on V. 

Theorem 9.36. If V is an n-dimensional vector space over a field K, then rL(V) 
is a semidirect product of GL(V) by Aut(K). If K = GL(q) = GF(p'), then 

IrL(n, q)1 = IrL(n, p')1 = rIGL(n, q)l· 

Proof. We have already seen that each g E rL(V) determines a unique (J E 

Aut(K); this function rL(V) -+ Aut(K) is a surjective homomorphism with 
kernel GL(V). As in Example 9.9, choose a basis of V and, for each (J E 

Aut(K), consider the semilinear transformation (J*. It is easy to see that Q = 
{(J*: (J E Aut(K)} ~ rL(V), Q ~ Aut(K), and Q is a complement of GL(V). 
Therefore, rL(V) ~ GL(V) ~ Aut(K). 

When K = GF(q), then IrL(V)1 = IAut(K)IIGL(V)I. The result now fol-

lows from Theorem 8.4. • 

When V is finite, IGL(V)I is given by Theorem 8.5 

Theorem 9.37. Let V be a vector space of dimension n over a field K. 

(i) Aut(V), the group of affine automorphisms of V, is a semidirect product of 
Tr(V) by rL(V). 

(ii) If K = GF(q), then 

(iii) V is a doubly transitive Aut(V)-set. 
(iv) Aff(V) = Aut(V) if and only if Aut(K) = 1. 
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Proof. (i) By Theorem 9.33, if f E Aut(V), then f(x) = g(x) + y for some g E 

rL(V) and some y E V. Define n: Aut(V) --+ rL(V) by n(f) = g. Now ker n = 
Tr(V) and n fixes rL(V) pointwise, so that n is a retraction. Lemma 7.20 now 
gives Aut(V) ~ Tr(V) )<I rL(V). 

(ii) This follows from (i) after recalling that Tr(V) ~ V. 
(iii) This follows from Theorem 9.29, for Aff(V) ::;; Aut(V). 
(iv) Aut(K) = 1 if and only if every semilinear transformation is linear. • 

There exist fields K for which Aut(K) = 1. For example, the prime fields iQ 
and 7L p , for all primes p, and the real numbers IR. 

EXERCISES 

9.18. Choose a basis of an n-dimensional vector space V over a field K. To the affin­
ity a E Aff(V) with a(x) = g(x) + y (where g E GL(V) and y E V), assign the 
(n + 1) x (n + 1) matrix 

where A is the matrix of g (relative to the chosen basis) and b is the column 
vector whose entries are the coordinates of y. Show that this assignment gives 
an injective homomorphism Aff(V) = Aff(n, K) -+ GL(n + 1, K) whose image 
consists of all matrices whose bottom row is [0 ... 0 1]. 

9.19. Show that Aff(V) is a semidirect product of Tr(V) by GL(V) and that 
IAff(n, q)1 = q"IGL(n, q)l· 

9.20. Let V and U be n-dimensional vector spaces over a field K, where n ;::: 2, and let 
(V, 2'*(V), lv) and (U, 2'*(U), lv) be standard affine n-spaces over K. Show that 
every affine isomorphism f: V -+ U has the form f = tugtv, where U E U, V E V, 
and g: V -+ U is a nonsingular semilinear transformation. 

9.21. Show that the center of rL(V) consists of all the nonzero scalar transforma­
tions. 

9.22. Choose a basis of a vector space V over K and, for (J E Aut(K), define (J*: V -+ V 
as in Example 9.9. If g E GL(V), let [Aij] be the matrix of g relative to the 
chosen basis. Show that (J*g(J;l is linear and has matrix [(J(Aij)]. Conclude that 
det«(J*g(J;l) = (J(det g), and hence that SL(V) <J rL(V). 

Projective Geometry 

We now turn from affine geometry to projective geometry. The need for 
projective geometry was felt by artists obliged to understand perspective in 
order to paint replicas of three-dimensional scenes on two-dimensional can­
vas. If a viewer's eyes are regarded as a vertex, then the problem of drawing 
in perspective amounts to analyzing conical projections from this vertex onto 
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planes (see Coxeter (1987), § 1.2); this is the etymology of the adjective "projec­
tive." To a viewer, two parallel lines appear to meet at the horizon, and 
projective space was invented to actually make this happen. "Points at infin­
ity" (which constitute a "horizon") are adjoined to ordinary space: for each 
line in ordinary space, there is a new point serving as the common meeting 
point of all lines parallel to it. It is more efficient for us, however, to reverse 
this procedure; we begin with the larger space and then observe that ordinary 
(affine) space exists inside of it. 

Let V be a vector space over a field K. Define an equivalence relation on 
Vol' = V - {O} by x == y if there exists A E K x with y = Ax; if x E Vol', denote 
its equivalence class by [ x]. If x E Vol', then [x] is the family of all the nonzero 
points on the line through x and the origin. 

Definition. If V is an (n + I)-dimensional vector space over a field K, then 
P(V) = {[x]: x E Vol'} is called projective n-space; one says that P(V) has 
projective dimension n. 

If V = K n+1, then we denote P(V) by pn(K); if K = GF(q), we may denote 
pn(K) by pn(q). If x = (xo, Xl' ... , X n) E Kn+l, then we may denote [x] by 
its homogeneous coordinates [Xo, Xl' ... , Xn]. Of course, homogeneous co­
ordinates are not coordinates at all; if A #- 0, then [AXo, AX l , ... , Axn] = 
[Xo, Xl' ... , xn]. However, it does make sense to say whether the ith homoge­
neous coordinate is 0, for Xi = 0 implies AXi = 0 for all A E K x. 

Affine spaces have no algebraic operations; one can neither add nor scalar 
multiply. However, using its associated vector space, one can restore these 
operation to (A, 2'*(A), oc) with the bijection oc. Projective spaces P(V) have 
also lost the algebraic operations of V, but they cannot be restored; the 
only vestiges are homogeneous coordinates and projective subspaces, defined 
below. 

Definition. If W is a subset of V, define 

[W] = {[x]: x E W#} C P(V). 

If W is an (m + I)-dimensional sub-vector space of V, then [W] is called a 
projective m-subspace; one says that [W] has projective dimension m. 

Here, too, there are names for special subspaces: if m = 0, 1, or 2, projective 
m-subspaces are called projective points, projective lines, or projective planes; 
respectively; projective (n - 1)-subspaces of a projective n-space are called 
projective hyperplanes. 

The reason for lowering dimension in passing from V to P(V) should now 
be apparent: a line in V (through the origin) becomes a projective point, for 
all the nonzero points on the line are equivalent. A plane in V (through the 
origin) becomes a projective line, and so forth. 
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Theorem 9.38. Let V be a vector space over a field K of dimension n ~ 2. 

(i) If x, y E V# = V - {O}, then [x] #- [y] if and only if {x, y} is linearly 
independent. 

(ii) Every pair of distinct points [x], [y] E P(V) lie on a unique projective line. 
(iii) If H is a projective hyperplane and L is a projective line not contained in 

H, then H n L is a projective point. 

Proof. (i) The following are equivalent: [x] = [y]; y = AX for some A E KX; 
{x, y} is linearly dependent. 

(ii) Since [x] #- [y], the subspace W = (x, y) of Vis two-dimensional, and 
so [W] is a projective line containing [x] and [y]. This line is unique, for 
if [W'] is another such line, then W' is a two-dimensional subspace of V 
containing the independent set {x, y}, and so W' = W. 

(iii) Write H = [U] and L = [W], where U and Ware subspaces of V of 
dimension nand 2, respectively. Now W ¢ U because L ¢ H. Therefore, 
U+W=v, 

dim(U n W) = dim(U) + dim(W) - dim(U + W) 

= n + 2 - (n + 1) = 1, 

and [U n W] has projective dimension 0; that is, [U n W] = [U] n [W] = 
H n L is a projective point. • 

Definition. Let V and V' be vector spaces. A collineation (or projective isomor­
phism) is a bijection 8: P(V) -+ P(V') such that a subset S of P(V) is a projec­
tive m-subspace if and only if 8(S) is a projective m-subspace of P(V'). Two 
projective spaces are isomorphic if there is a collineation between them. 

Notation. If g: V -+ Viis a nonsingular semilinear transformation, then the 
function 

P(g): P(V) -+ P(V'), 

defined by g([x]) = [g(x)], is easily seen to be a collineation. If g is a linear 
transformation, then P(g) is called a projectivity. 

We are going to see that if dim(V) ~ 3, every collineation on P(V) has the 
form P(g) for some g E rL(V). 

Theorem 9.39. Two projective spaces P(V) and P(V') are isomorphic if and 
only if dim V = dim V'. 

Proof. Necessity is obvious: for all m, P(V) has a projective m-subspace if and 
only if P(V') does. Conversely, if dim V = dim V', there is a (linear) iso­
morphism g: V -+ V', and hence there is a collineation (even a projectivity) 
P(g): P(V) -+ P(V'). • 



Projective Geometry 275 

In view of this theorem, every projective n-space over K is isomorphic to 
p(Kn+1) = pn(K), where Kn+1 is the vector space of all (n + I)-tuples of ele­
ments of K. 

Theorem 9.40. 

(i) For every n ~ 0 and every prime power q, 

IPn(q) I = qn + qn-l + ... + q + 1. 

In particular, every projective line in pn(q) has q + 1 points. 
(ii) The number of projective lines in P2(q) is the same as the number of projec­

tive points, namely, q2 + q + 1. 

Proof. (i) If V = Kn+1, where K = GF(q), then IV#I = qn+1 - 1. Since V# is 
partitioned into equivalence classes [x] each of which has q - 1 elements, we 
have 

1P"(q) I = (q"+1 - 1)/(q - 1) = q" + qn-l + ... + q + 1. 

(ii) We claim that there are exactly q + 1 lines passing through any point 
[xl Choose a line t not containing [x]; for each of the q + 1 points [y] on 
t, there is a line joining it to [xl If t' is any line containing [x], however, 
Theorem 9.38(iii) shows that there exists some point [y] E t' n t. Since two 
points determine a line, t' coincides with the line joining [x] and [y] origi­
nally counted. 

Choose a line to; for each of the q + 1 points [x] on to, there are exactly 
q lines (other than to) passing through [x]. We have displayed q(q + 1) + 1 
distinct lines (the extra 1 counts the line to). Since every line t' meets to, we 
have counted all the lines in P2(q). • 

Here is the important example of an affine space. 

Theorem 9.41. If [W] is a projective hyperplane in a projective n-space P(V) 
and if x E V - W, then A = P(V) - [W] can be given the structure of an affine 
n-space (A, 2'.(A), oc) with associated vector space W, where oc: W --+ A is 
defined by oc(w) = [w + x] for all w E W 

Proof. If 0 :::; m :::; n, define 

2'm(A) = {[U] n A: U is a subspace of V with dim(U) = m + I}. 

We show that oc is a bijection by exhibiting its inverse. Since x rt w, every 
v E V has a unique expression ofthe form v = .1X + w for w E Wand A. E K. If 
v rt W, then A. -# 0 and there is an element v' equivalent to v with v' - x E W 
(namely, v' = A. -1V). This element v'is the unique such: if v" = JlV, Jl -# .1-1, 
and v" - x E W, then (v' - x) - (v" - x) = (.1-1 - Jl)v forces v E W, a contra­
diction. The function {3: A --+ W, defined by {3([v]) = v' - x (where v'is the 
unique scalar multiple of v for which v' - x is in W), is thus well defined, and 
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f3 is easily seen to be (X-t. It is now routine to show that (A, .'l'm(A), (X) is an 
affine n-space with associated vector space W • 

We illustrate Theorem 9.41 with K = GF(2) and V = K2. In this case, the 
complement of a projective line (which we now call a "line at infinity") is an 
affine plane consisting of 4 points and 6 lines. 

3 2 

Figure 9.2 

There are three pairs of parallel lines in A (e.g., 12 and 34), so that p2(2) 
requires 3 points at infinity to force every pair oflines to meet. Since 1P2(2) [ = 
22 + 2 + 1 = 7, the picture of p2(2) is 

3 b 2 

Figure 9.3 

There are now 7 lines instead of 6 (the circle {a, b, c} is a line; "line" in this 
pictorial representation ofP2(2) has nothing to do with euclidean lines drawn 
on a sheet of paper). We have adjoined one "infinite point" to each of the lines 
in A so that any pair of extended lines now meet; {a, b, c} is the horizon. 
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Lemma 9.42. Let V and V' be vector spaces of dimension ~ 2, let H be a 
projective hyperplane in P(V), and let A be the affine space P(V) - H. If 
f, h: P(V) -+ P(V') are collineations with flA = hlA, then f = h. 

Proof. Let t be an affine line in A, and choose two distinct points x and y on 
t. Since P(V) is a projective space, there is a unique projective line t* con­
taining x and y (and t). Since f(x) = h(x) and f(y) = h(y), it follows that 
f(t*) = h(t*). By Theorem 9.38(iii), H n t* is a projective point z. Now 
f(z) = f(H n t*) = f(H) n f(t*) = h(H) n h(t*) = h(z), so that f and h also 
agree on all the points of H as well. • 

Theorem 9.43 (Fundamental Theorem of Projective Geometry). If V and V' 
are isomorphic vector spaces over a field K of dimension n + 1 ~ 3, then every 
collineation f: P(V) -+ P(V') has the form f = P(g) for some nonsingular semi­
linear transformation g: V -+ V'. 

Remarks. 1. One needs dim(V) ~ 3, for then P(V) has projective dimension 
~ 2. Every bijection between projective lines is a collineation. 

2. There is a stronger version of this theorem in which K is assumed only 
to be a division ring. This version does not affect finite groups, however, for 
a theorem of Wedderburn (1905) asserts that every finite division ring is a 
field. 

Proof. Let W be an n-dimensional subspace of V; so that [W] is a projective 
hyperplane in P(V). As in Theorem 9.41, A = P(V) - [W] is an affine 
n-space with affine isomorphism oc W -+ A given by oc(w) = [w + x] for 
any x E V - W. Now f([W]) is a hyperplane in P(V') (since f is a collin­
eation), so there is an n-dimensional subspace W' of V' such that A' = 
P(V') - f([W]) = [W'] is an affine n-space with bijection 13: W' -+ A' given 
by p(w') = [w" + y] for y E V' - W'; as any such y will serve, choose y so 
that [y] = f([x]). Since f is a collineation, its restriction flA: A -+ A' is an 
affine isomorphism. By Corollary 9.35,fIA = Ptzgoc-l, where g: W -+ W' is a 
nonsingular semilinear transformation and z = p-1foc(0). Now 

z = p-1foc(0) = p-1f([x]) = P-1([y]). 

If v' E V', then p-1([v']) = v" - y, where v" is the unique scalar multiple of v' 
for which v" - YEW'. If follows that p-1([y]) = Y - Y = 0, and so tz = to = 
1wo. Therefore, 

flA = pgoc-1. 

Now V = (x) E9 W. If (J is the field automorphism determined by the 
semilinear transformation g, define g: V -+ V' by 

g(AX + w) = A uy + g(w), 

where A E K and w E W. It is routine to check that g is a semilinear 
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transformation with g(x) = y and m W = g; also, g is nonsingular because 9 
is nonsingular and y ¢ W'. We claim that f = P({j). For all [v] E A, 

f([v]) = {Jga- 1([v]) 

= {J(g(AV - x» (where AV - x E W) 

= {J(A"g(V) - g(x» = {J(A"g(V) - y) 

= [A"g(V) - y + y] = [A"g(V)] = [g(v)] 

= P(g)([v]). 

Therefore, flA = P(g)IA, and so f = P(g), by Lemma 9.42. • 

There are some interesting groups acting on projective space. 

Notation. If V is a vector space over K, denote the group of all nonzero 
scalar transformations on V by Z(V). If dim(V) = n, we may denote Z(V) by 
Z(n, K); if K = GF(q), we may denote Z(V) by Z(n, q). 

Theorem 9.44. If dim(V) ~ 3, the group rL(V)/Z(V) is isomorphic to 
the group C of all collineations of P(V) with itself; if dim(V) = 2, then 
rL(V)/Z(V) is isomorphic to a subgroup of the symmetric group on P(V) (the 
symmetric group is the full collineation group of P(V) in this case). 

Proof. Define a homomorphism n: rL(V) --+ C by n(g) = P(g). If 9 E ker n, 
then P(g) = 1; that is, [g(v)] = [v] for all v E V, so there are scalars Av with 
g(v) = AvV for all v. By Corollary 9.34, 9 is scalar, and so n induces an injec­
tion prL(V) --+ C. If dim(V) ~ 3, then the Fundamental Theorem 9.43 gives 
n surjective, so that rL(V)/Z(V) ~ c. If dim (V) = 2, then C is the symmetric 
group on P(V). • 

Definition. If V is a vector space over a field K, then the quotient group 
rL(V)/Z(V) is denoted by prL(V) and its subgroup GL(V)/Z(V) is denoted 
by PGL(V). As usual, one may replace V by (n, K) or by (n, q) when 
appropriate. 

Theorem 9.44 shows that prL(V) is (isomorphic to) the collineation group 
of the projective space P(V) (when dim(V) ~ 2), and it is easy to see that 
PGL(V) is the subgroup of all projectivities. The projective unimodular 
group PSL(V) = SL(V)/SZ(V) can be imbedded in PGL(V): after all, 

PSL(V) = SL(V)/SZ(V) = SL(V)/(Z(V) n SL(V» 

~ SL(V)Z(V)/Z(V) 

~ GL(V)/Z(V) 

= PGL(V). 
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EXAMPLE 9.10. prL(2, 4) ~ S5 and PGL(2, 4) ~ A 5 • 

For all n ~ 1, the group prL(n + 1, q) is the group of all collineations of 
pn(q), so that prL(n + 1, q) (and each of its subgroups) acts faithfully on 
pn(q). In particular, prL(2,4) acts faithfully on p 1 (4). Since [P1 (4)[ = 5, 
PGL(2,4) ::; prL(2, 4) ::; S5' By Theorems 9.36 and 8.5, [prL(2, 4)[ = 120 
and [PGL(2, 4)[ = 60. The isomorphisms follow. 

Theorem 9.45. For every vector space V, PSL(V) (and hence the larger groups 
PGL and prL) acts doubly transitively on P(V). 

Proof. If ([x], [y]) and ([x'], [y']) are ordered pairs of distinct elements 
of P(V), then {x, y} and {x', y'} are linearly independent, by Theorem 9.38. 
Each of these independent sets can be extended to bases of V, say, {x, y, 
Z3, ... ,Zn} and {x',y',z;, ... ,z~}. There exists gEGL(V) with g(x)=x', 
g(y) = y', and g(Zi) = z; for all i ~ 3. Hence P(g)[x] = [x'] and P(g)[y] = 
[y']' If det(g) = Ii, define h E GL(V) by h(x) = Ii -lX', h(y) = y', and h(Zi) = z; 
for all i. Then det(h) = 1, so that hE SL(V), P(h)[x] = [1i- 1x'] = [x'], and 
P(h) [y] = [y']' Therefore, PSL(V) acts doubly transitively on P(V). • 

We now give a second proof of the simplicity of the PSL's. Recall the 
discussion preceding Lemma 8.19: for every transvection T E SL(V), where V 
is a vector space over K, there is a linear functional cp: V -+ K and a nonzero 
vector h E ker f such that T = {cp, h}, where 

{cp, h}: V 1-+ V + cp(v)h. 

Theorem 9.46. PSL(n, K) is simple if (n, K) #- (2, 2 2 ) and (n, K) #- (2, 23)' 

Proof. We use Iwasawa's criterion, Theorem 9.27. Let G = PSL(V), where V 
is a vector space over K. By Theorem 9.45, P(V) is a faithful doubly transi-
tive, hence primitive, G-set. 

Choose h E V# and define a subgroup of the stabilizer G[h] by 

H = {P({cp, h}): cp(h) = O} u {1}. 

Applying P to the formula {cp, h} {t/!, h} = {cp + t/!, h} of Lemma 8.19(i), 
we see that H is abelian. Recall Lemma 8.19(iv): If S E GL(V), then 
S {cp, h} S-l = {cpS-t, Sh}; this is true, in particular, for S E SL(V). Now 
P(S) E G[h] if and only if Sh = lih for some Ii E K. But {t/!, lih} = {lit/!, h}, by 
Lemma 8.19(ii), and this shows that H <l G[H]' 

We now show that the conjugates of H generate G, and it suffices, by 
Lemma 8.8(ii) (SL(V) is generated by the transvections), to show that every 
P({t/!, k}) is a conjugate of some P({cp, h}). Choose S E SL(V) with Sh = k. 
Then, for any {cp, h}, 

P(S)P( {cp, h} )p(S)-l = P( {cpS-t, k}). 
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As cp varies over all linear functionals annihilating h, the linear functional 
cpS-l varies over all those annihilating k = Sh. In particular, given 1jJ, there is 
cp with cp(h) = 0 and IjJ = cpS-l. 

It remains to prove that G is perfect: G = G'. Suppose some transvection T 
is a commutator: T= [M, N] for some M, N E SL(V). If T' is another trans­
vection, then T' and T are conjugate in GL(V), by Corollary 8.18. There­
fore, there is V E GL(V) with T' = T U = [M, N]U = [MU, NU]. But both 
M U, N U E SL(V), because SL(V) <J GL(V), and so T', too, is a commutator. 
It follows that SL(V) is perfect, and so its quotient PSL(V) is perfect as well. 

Let n ~ 3 and let {e l , ... , en} be a basis of V. Define T E GL(V) by T(e;) = 
ei for all i # 3 and T(e 3 ) = e3 - e2 - e l . 

o 
1 
o 

-1] -1 . 
1 

Note that T = {cp, h}, where h = -e2 - el and cp is the linear functional 
which selects the third coordinate: cp(LA-;e;) = Jc 3• Define M = B13( -1) and 
define N by Ne l = -e2 , Ne2 = el , and Nei = ei for all i ~ 3. Both M and N 
lie in SL(V), and a routine calculation shows that [M, N] = MNM-l N-l = 
T: 

[ ~ ~ -~] [-~ ~ ~] [~ ~ ~] [~ 
0010010010 

-1 

o 
o 

Ifn = 2 and IKI > 3, then there exists Jc E K with Jc2 # 1. But 

[~ Jc~l]G !][Jc~l ~][~ -!] = [~ Jc
2

; 1], 
and so the (elementary) transvection B12 (Jc 2 - 1) is a commutator. All the 
conditions of Iwasawa's criterion have been verified, and we conclude that 
PSL(n, K) is simple with two exceptions. • 

Note that the proof of Corollary 8.14 does not work for nonperfect fields 
of characteristic 2; the proof above has no such limitation. 

Here is a chart of the groups that have arisen in this chapter. 

Tr(V) ::; AtT(V) ::; Aut(V) 

u u 

SL(V) ::; GL(V) ::; rL(V) 

u u 

SZ(V)::; Z(V). 

Here is a summary of the various relations that have arisen among these 
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groups, where V is a vector space over K. 

EXERCISES 

SZ(V) = Z(V) II SL(V); 

GL(V)~ SL(V) >4Kx; 

rL(V)~ GL(V) >4Aut(K); 

Aut(V) ~ rL(V) >4 Tr(V); 

Aff(V) ~ GL(V) >4 Tr(V). 
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9.23. Show that if n ~ 2, then PSL(n + 1, K) acts faithfully and transitively on the set 
of all projective lines in pn(K). (Hint. Two points determine a unique line.) 

9.24. Let f: P(V) -> P(V) be a collineation, where dim(V) ~ 3. If there exists a projec­
tive line t in P(V) for which fit is a projectivity, then f is a projectivity. 

9.25. Prove that PGL(2, 5) ~ Ss and PSL(2, 5) ~ As. (Hint. Ip1(5)1 = 6.) 

9.26. Prove that any two simple groups of order 168 are isomorphic, and conclude 
that PSL(2, 7) ~ PSL(3, 2). (Hint. If G is a simple group of order 168, then a 
Sylow 2-subgroup P of G has 7 conjugates and NG(P)/P ~ 7L 3 • Construct a 
projective plane whose points are the conjugates of P and whose lines are those 
subsets {rxPrx-1 , f3Pf3-1, ypy-l} for which {rx, fl, y} is a transversal of Pin NG(P).) 

Sharply 3-Transitive Groups 

We have seen that the groups prL(n, K) are interesting for all n;::: 3: they 
are collineation groups of projective (n - I)-space. Let us now see that 
prL(2, K) and its subgroup PGL(2, K) are also interesting. 

Definition. If K is a field, let K = K u {(f)}, where 00 is a new symbol. If 
(J E Aut(K) and ad - be =I- 0, then a semilinear fractional transformation is a 
function f: K -+ K given by 

f(A) = (aA (J + b)j(d (J + d) for A E K. 

The "extreme" values are defined as follows: f(A) = 00 if d (J + d = 0; f( (0) = 
00 if e = 0; f( 00) = ae- 1 if e =I- O. If (J is the identity," then f is called a linear 

fractional transformation. 

These functions arise in complex variables; there, K = C and (J is complex 

conjugation. ~ 
It is easy to see that all the semilinear fractional transformations on K 

form a group under composition. 
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Notation. rLF(K) denotes the group of all semilinear fractional transforma­
tions on K, and LF(K) denotes the subgroup of all the linear fractional 
transformations. 

Theorem 9.47. For every field K, prL(2, K) ~ rLF(K) and PGL(2, K) ~ 
LF(K). 

Proof. Choose a basis of a two-dimensional vector space V over K. Using 
Theorem 9.36, one sees that each f E rL(2, K) has a unique factorization 
f = 9('*, where 9 E GL(2, K) and (J E Aut(K). If the matrix of 9 relative to the 
chosen basis is 

define 1/1: rL(2, K) -+ rLF(K) by g(J* H(aAO' + b)/(dO' + d). It is easy to see 
that 1/1 is a surjective homomorphism whose kernel consists of all the non­
zero scalar matrices. The second isomorphism is just the restriction of this 
one .• 

We have seen that p 1(K) is a prL(2, K)-set and that K is a rLF(K)-set. 
There is an isomorphism 1/1: prL(2, K) -+ rLF(K) and there is an obvious 
bijection 0: p 1 (K) -+ K, namely, [A, 1] H A if A E K and [1,0] H 00. If Y E 

prL(2, K) and A E K, when is it reasonable to identify the action of y on 
[A, 1J with the action ofl/l(y) on 0([,1., 1J)? More generally, assume that there 
is a G-set X (with action IX: G -+ Sx), an H-set Y (with action 13: H -+ Sy), and 
a bijection 0: X -+ Y As in Exercise 1.39,0 gives an isomorphism 0*: Sx -+ Sy 
by n H OnO-1• Finally, assume that there is an isomorphism 1/1: G -+ H. There 
are now two possible ways to view Y as a G-set: via O*IX or via 131/1. 

G~Sx 

'I I" 
Definition. With the notation above, the G-set X and the H-set Yare isomor­
phic if the diagram commutes; that is, if 0* IX = 131/1. 

EXAMPLE 9.11. The rLF(K)-set K and the prL(2, K)-set p 1(K) are 
isomorphic. 

Let 1/1: prL(2, K) -+ rLF(K) be the isomorphism of Theorem 9.47, and let 
0: p 1(K) -+ K be the bijection given by [,1.,1] HA and [0, 1J H 00. Now each 
y E prL(2, K) is the coset of some semilinear transformation g; relative to the 
standard basis of K2, 9 = h(J*, where (J is the corresponding field aut om or-
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phism and 

The action of ')' on [A, J.L] is essentially matrix multiplication: g[A, J.L] = 
h<T*[A, J.LJ = h[A", J.L"J (we are regarding [A", J.L"] as a column vector). 

To see that ()*lX y = {Ny, it must be shown that ()*lX y and ptjly agree 
on K u {oo}. If A E K and d" + d # 0, then ()*IXP) = ()lXy()-l(A) = 
()lXy([A, 1J) = ()(P(g) [A, 1J) = ()(P(h<T*) [A, 1]) = ()([aA" + b, d" + dJ) = 
()[(aA" + b)/(d" + d), 1J = (aA" + b)/(d" + d) = ptjly(A) (tjly is this semilinear 
fractional transformation, and ptjly(A) is its evaluation at A). 

The reader may check that O*IXy(A) = ptjly(A) when d" + d = 0 and also 
that ()*lX y( (0) = ptjly( (0). 

Theorem 9.48. For every field K, the projective line p 1(K) is a faithful sharply 
3-transitive PGL(2, K)-set. 

Proof. As in Example 9.11 (with the restriction PGL(2, K) -+ LF(K) re­
placing the isomorphism prL(2, K) -+ rLF(K)), it suffices to consider linear 
fractional transformations acting on it.. The stabilizer of 00 is Aff(1, K) = 
{A H aA + b}, the subgroup of LF(K) consisting of all numerators. By Theo­
rem 9.29, K is a sharply 2-transitive Aff(1, K)-set. It suffices, by Theorem 9.8, 
to show that LF(K) acts transitively on K. But if J.L E K, then f(A) = A + J.L 
sends 0 to J.L and f(A) = I/A sends 0 to 00. • 

If K = GF(q), then Theorem 9.8 (iii) gives another proofthat IPGL(2, q)1 = 
(q + l)q(q - 1). 

Let us display a second family of sharply 3-transitive G-sets. The groups 
occur as subgroups of the semilinear fractional transformations rLF(q). If 
h = (aA" + b)/(d" + d) E rLF(K), then ad - be # O. Multiplying numerator 
and denominator by J.L E K X does not change h, but it does change the 
"determinant" to J.L2(ad - be). If q is a power of an odd prime p, then the 
nOnzero squares form a subgroup of index 2 in GF(q)X, namely, <n2 ), where 
n is a primitive element of GF(q) (if q is a power of 2, then every element of 
GF(q) is a square). In this odd prime case, it thus makes sense to say that 
det(h) is or is not a square. 

A second ingredient in the coming construction is an automorphism <T of 
GF(q) of order 2; <T exists (uniquely) if and only if q = p2", in which case 
A" = AP". 

Definition. Let p be an odd prime, let q = p2", and let <T E Aut(GF(q)) have 
order 2. Define M(q) ~ rLF(q) = S u T, where 

S = {A H (aA + b)/(d + d)1 ad - be is a square} 

and 
T = {AH(aA" + b)/(d" + d)1 ad - be is not a square}. 
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It is easy to check that M(q) is a subgroup of rLF(K); indeed, S is a 
subgroup of index 2 in M(q), and T is its other coset. Since it is a s;tbgroup 
of semilinear fractional transformations, M(q) acts faithfully on K, where 
K = GF(q). 

Theorem 9.49. Let p be an odd prime, let q = p2n, and let K = GF(q). Then K 
is a faithful sharply 3-transitive M(q)-set. 

Proof. If G = M(q), then G = S u T implies Goo = Soo u Too, where 

Soo = {Al-+aA + bla is a square} 

and 
Too = {Al-+aA" + bla is not a square}, 

Let 0( and P be distinct elements of K. If 0( - P is a square, define hE Soo 
by h(A) = (0( - P)A + P; if 0( - P is not a square, define h E Too by h(A) = 
(0( - P)A" + p. In either case, h(1) = 0( and h(O) = p, so that Goo acts doubly 
transitively on K. But, in each of Soo and Too, there are q choices for band 
t(q - 1) choices for a, so that I Goo I = q(q - 1). By Theorem 9.8(iii), this action 
is sharp. Finally, G acts transitively on K, for A 1-+ -1jAlies in G (the negative 
sign gives determinant 1, and 1 is always a square), and -1/A interchanges 0 
and 00. The result now follows from Theorem 9.8(v). • 

Zassenhaus (1936) proved that the actions of PGL(2, q) and of M(q) on the 
projective line (if we identify GF(q) u {(X)} with the projective line) are the 
only faithful sharply 3-transitive G-sets; the first family of groups is defined 
for all prime powers q; the second is defined for all even powers of odd 
primes. As each of PGL(2, q) and M(q) acts sharply 3-transitively on a set 
with q + 1 elements, their common order is (q + 1)q(q - 1) when q = p2n and 
p is odd. It is true that PGL(2, q) *- M(q) in this case; here is the smallest 
instance of this fact. 

Notation. The group M(9) is denoted by M10 (and it is often called the 
Mathieu group of degree 10). 

In the next section, we shall construct five more Mathieu groups: Mil' 
M 12 , M 22 , M23 , M24 (the subscripts indicate the degree of each group's usual 
representation as a permutation group). However, the phrase "the Mathieu 
groups" generally refers to these five groups and not to M10 . 

Theorem 9.50. PGL(2,9) and M10 are nonisomorphic groups of order 720 
acting sharply 3-transitively on K, where K = GF(9). 

Proof. We already know that each of these groups acts sharply 3-transitively 
on K, a set with 10 elements, and so each group has order 10 x 9 x 8 = 720. 

Let G = PGL(2, 9). The double stabilizer Go.oo = {h: Al-+aAla "# O} ~ 
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GF(9)X ~ £'8; indeed, a generator of Go, 00 is g: AHTrA, where Tr is a primitive 
element of GF(9), There is an involution t E G, namely, t: A H 1/,.1" such that 
tgt = g-l, It follows that <t, Go,oo) ~ D16 is a Sylow 2-subgroup of G, 

Let H = M to, The automorphism (1 of GF(9) in the definition of M 10 is 
AHA3 , The double stabilizer 

Ho,oo = So, 00 u To,oo 

= {h: AHa2 Ala =I- o} u {h: AHaA3 1a nonsquare}, 

It is now easy to see that Ho,oo is a nonabelian group of order 8 having a 
unique involution; hence, Ho,oo ~ Q, the quaternions. Since D16 has no qua­
ternion subgroups, it follows that G and H have nonisomorphic Sylow 2-
subgroups, and so G '* H. • 

T.Y. Lam and D.B. Leep found that every subgroup of index 2 in AUt(S6), 
a group of order 1440, is isomorphic to either S6, M 10 , or PGL(2,9), and 
each of these does occur. 

EXERCISES 

The polynomial p(x) = x 2 + X - 1 is irreducible in 1'3 [x] (for it is a quadratic having 
no roots in 1'3)' Now GF(9) contains a root n of p(x); indeed, GF(9) = 1'3(n), so that 
n is a primitive element of GF(9). In the following exercises, n denotes a primitive 
element of GF(9) for which n 2 + n = 1. 

9.27. Prove that a Sylow 3-subgroup of M 10 is elementary abelian of order 9. 

9.28. Prove that (M10 )oo is a group of order 72 having a normal Sylow 3-subgroup. 
Conclude that (M lO )oo is a semidirect product (1'3 x 1'3) l<lQ. (Hint. For every 
bE GF(9) X, AHA + b has order 3; the inverse of AHn2iA + b is AH 
n6iA _ n6ib, and the inverse of AHn2i+1 A3 + b is AHn2i+ 5A - n2i+ 5b3 .) 

9.29. There are exactly 8 elements of (M10)oo of order 3, and they are conjugate to one 
another in (M lO )oo' 

9.30. Prove that the subgroup S of M(q) is isomorphic to PSL(2, q). Conclude that 
M is neither simple nor solvable. (Hint. If h(A) = (aA + b)/(d + d) and 

10 . -1 
ad - be = /12, multiply numerator and denommator by /1 .) 

9.31. Show that M 10 is not a semidirect product of S by 1'2' (Hint. T contains no 
involutions.) 

9.32. Regard GF(9) as a two-dimensional vector space over 1'3 with basis {1, n}. 
Verify the following coordinates for the elements of GF(9): 

(Hint. n4 = - 1.) 

1=(1,0), n4=(-1,0), 

n = (0, 1), 

n2 = (1, -1), 

n3 = (-1, -1), 

n 5 = (0, -1), 

n6 = (-1, 1), 

n7 = (1,1). 
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9.34. Prove that Mi0 consists of even permutations of Pi(9). (Hint. Write each of the 
generators Ui' 1 ~ i ~ 5, as a product of disjoint cycles.) 

9.35. Let U6 and U7 be the permutations of GF(9) defined by U6(A) = 1t2 A + 1tA 3 and 
U7(A) = A3. Regarding GF(9) as a vector space over 7.. 3 , prove that U6 and U7 are 
linear transformations. 

9.36. Prove that GL(2, 3) ~ (U4' Us, U6, (7) (where U4 and Us are as in Exercise 9.33, 
and U6 and U7 are as in Exercise 9.35). (Hint. Using the coordinates in Exercise 
9.32, one has 

[0 -1] 
Us = 1 0' 

[1 -1] 
U7 = 0 -1 .) 

Mathieu Groups 

We have already seen some doubly and triply transitive groups. In this sec­
tion, we construct the five simple Mathieu groups; one is 3-transitive, two 
are 4-transitive, and two are 5-transitive. In 1873, Jordan proved there are 
no sharply 6-transitive groups (other than the symmetric and alternating 
groups). One consequence of the classification of all finite simple groups is 
that no 6-transitive groups exist other than the symmetric and alternating 
groups; indeed, all multiply transitive groups are now known (see the survey 
article [PJ. Cameron, Finite permutation groups and finite simple groups, 
Bull. London Math. Soc. 13 (1981), pp. 1-22J). 

All G-sets in this section are faithful and, from now on, we shall call such 
groups G permutation groups; that is, G ~ Sx for some set X. Indeed, we 
finally succumb to the irresistible urge of applying to groups G those adjec­
tives heretofore reserved for G-sets. For example, we will say "G is a doubly 
transitive group of degree n" meaning that there is a (faithful) doubly transi­
tive G-set X having n elements. 

We know that if X is a k-transitive G-set and if x E X, then X - {x} is a 
(k - i)-transitive Gx-set. Is the converse true? Is it possible to begin with a 
k-transitive Gy-set X and construct a (k + 1)-transitive G-set X u {y}? 

Definition. Let G be a permutation group on X and let X = Xu {oo}, where 
00 ¢ X. A transitive permutation group G on X is a transitive extension of G 
if G ~ G and Goo = G. 
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Recall Lemma 9.5: If X is a k-transitive G-set, then X is a (k + i)-transitive 
G-set (should X exist). 

Theorem 9.51. Let G be a doubly transitive permutation group on a set X. 
Suppose there is x E X, 00 ¢ X, g E G, and a permutation h of X = Xu {oo} 
such that: 

(i) g E Gx ; 

(ii) h( 00 ) EX; 
(iii) h2 E G and (gh)3 E G; and 
(iv) hGxh = Gx. 

Then G = (G, h) ::;; Sx is a transitive extension of G. 

Proof. Condition (ii) shows that G acts transitively on X. It suffices to prove, 
as Theorem 9.4 predicts, that G = G u GhG, for then Goo = G (because noth­
ing in GhG fixes (0). 

By Corollary 2.4, G u GhG is a group if it is closed under multiplication. 
Now 

(G u GhG) (G u GhG) c GG u GGhG u GhGG u GhGGhG 

c G u GhG u GhGhG, 

because GG = G. It must be shown that GhGhG c G u GhG, and this will 
follow if we show that hGh c G u GhG. 

Since G acts doubly transitively on X, Theorem 9.4 gives G = Gx u GxgGx 
(for g ¢ Gx ). The hypothesis gives y, 1> E G with h2 = y and (gh)3 = 1>. It fol­
lows that hy-l = h-1 = y-1h and hgh = g-lh-1g-11>. Let us now compute. 

hGh = h(Gx u GxgGx)h 

= hGxh u hGxgGxh 

= hGxh u (hGxh)h-1gh-1(hGxh) 

= Gx u Gxh-1gh-1Gx 

= Gx U Gx(y-1h)g(hy-l )Gx 

= Gx u Gxy-l(g-lh-lg-l1»y-lGx 

c GuGh-lG 

= Gu Gy-1hG 

= GuGhG .• 

(condition (iv)) 

One can say a bit about the cycle structure of h. If h( (0) = a E X, then 
h2 E G = G implies h(a) = h2 ( (0) = 00; hence, h = (00 a)h', where h' E Ga,oo 
is disjoint from (00 a). Similarly, one can see that gh has a 3-cycle in its 
factorization into disjoint cycles. 
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The reader will better understand the choices in the coming constructions 
once the relation between the Mathieu groups and Steiner systems is seen. 

Theorem 9.52. There exists a sharply 4-transitive group Mll of degree 11 and 
order 7920 = 11 . 10· 9 . 8 = 24 • 32 • 5 . 11 such that the stabilizer of a point is 

M10 . 

Proof. By Theorem 9.49, M10 acts sharply 3-transitively on X_= GF(9) u 
{oo}. We construct a transitive extension of M10 acting on X = {X, w}, 
where w is a new symbol. If n is a primitive element of GF(9) with 
n2 + n = 1, define 

x = 00, 

and 
h = (00 w)(n n2)(n3 n 7)(n5 n6) = (w 00)0"6' 

where 0"6(l) = n2 l + nl3 (use Exercise 9.32 to verify this). 
The element g lies in M10, for det(g) = -1 = n\ which is a square in 

GF(9). It is clear that g rt (M10 )oo (for g(oo) = 0), h(w) = 00 E X, and h2 = 
1 E G. Moreover, (gh)3 = 1 because gh = (w 0 oo)(n n6 n3)(n2 n 7 n 5 ). 

To satisfy the last condition of Theorem 9.51, observe that if f E (MlO)oo, 
then 

hfh( 00) = hf(w) = h(w) = 00, 

so that h(M10 )ooh = (MlO)oo if we can show that hfh E M lO . Now (MlO)oo = 
Soo u Too, so that either f = n2i l + IX or f = n2i+1 l 3 + IX, where i;;:: 0 and 
IX E GF(9). In the first case (computing with the second form of h = (w 00)0"6), 

hfh(l) = (n2i+4 + n6 i+4)l + (n2i+3 + n6i+7)l3 + n 21X + n1X3• 

The coefficients of land l3 are n2i+4(1 + n4i ) and n2i+3(1 + n4i+4), respec­
tively. When i = 2j is even, the second coefficient is 0 and the first coefficient 
is n4j+4, which is a square; hence, hfh E Soo ~ MlO in this case. When 
i = 2j + 1 is odd, the first coefficient is 0 and the second coefficient is 
n4jnS, which is a nonsquare, so that hfh E Too C M10 . The second case 
(f = n2i+1 l 3 + IX) is similar; the reader may now calculate that 

hfh(l) = n2i+6 (1 + n4i )l + n2i+1(1 + n4i+4)l3 + n 21X + n1X3, 

an expression which can be treated as the similar expression in the first case. 
It follows from Theorem 9.8(v) that M ll , defined as (M1o, h), acts sharply 

4-transitively on X, and so IMlll = 7920. • 

Note, for later use, that both g and h are even permutations, so that Exer­
cise 9.34 gives Mll ~ All' 

This procedure can be repeated; again, the difficulty is discovering a good 
permutation to adjoin. 
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Theorem 9.53. There exists a sharply 5-transitive group M 12 of degree 12 
and order 95,040 = 12 ·11·10·9·8 = 26 .33 .5.11 such that the stabilizer of a 
point is M ll . 

Proof. By Theorem 9.52, Mll acts sharply 4-transitively on Y = 
{GF(9), 00, w}. We construct a transitive extension of Mll acting on Y = 
{Y, Q}, where Q is a new symbol. If n is a primitive element of GF(9) with 
n2 + n = 1, define 

x=w, 

and 

k = (w Q)(n n 3)(n2 n6)(n5 n 7) = (w Q).P = (w Q)C17 

(note that this is the same h occurring in the construction of Mll). 
Clearly k(Q) = WE Y and h ¢ (Mll )", = MlO . Also, k2 = 1 and hk = 
(w Q oo)(n n 7 n6)(n2 n5 n3) has order 3. To satisfy the last condition of 
Theorem 9.51, observe first that if f E (M11 )", = MlO = S U T, then kfk also 
fixes w. Finally, kfk E M ll : if f(A.) = (aA. + b)/(d + d) E S, then kfk(A.) = 
(a3 A. + b3)/(e3 A. + d3) has determinant a3 d3 - b3e3 = (ad - be)3, which is a 
square because ad - be is; a similar argument holds when f E T. Thus, 
kMlOk = MlO . 

It follows from Theorem 9.8(v) that Ml2 , defined as (Mll' k), acts sharply 
5-transitivelyon Y, and so IMd = 95,040. • 

Note that k is an even permutation, so that M12 ::;; A 12 . 
The theorem of Jordan mentioned at the beginning of this section can now 

be stated precisely: The only sharply 4-transitive groups are S4' S5, A6 , and 
Mll ; the only sharply 5-transitive groups are S5' S6, A7, and M 12; if k ~ 6, 
then the only sharply k-transitive groups are Sk' Sk+1' and Ak+2 • We remind 
the reader that Zassenhaus (1936) classified all sharply 3-transitive groups 
(there are only PGL(2, q) and M(p2") for odd primes p). If p is a prime 
and q = p", then Aut(l, q) is a solvable doubly transitive group of degree q. 
Zassenhaus (1936) proved that every sharply 2-transitive group, with only 
finitely many exceptions, can be imbedded in Aut(l, q) for some q; Huppert 
(1957) generalized this by proving that any faithful doubly transitive solvable 
group can, with only finitely many more exceptions, be imbedded in Aut(l, q) 
for some q. Thompson completed the classification of sharply 2-transitive 
groups as certain Frobenius groups. The classification of all finite simple 
groups can be used to give an explicit enumeration of all faithful doubly 
transitive groups. The classification of all sharply I-transitive groups, that is, 
of all regular groups, is, by Cayley's theorem, the classification of all finite 
groups. 

The "large" Mathieu groups are also constructed as a sequence of transi­
tive extensions, but now beginning with PSL(3, 4) (which acts doubly transi-
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tively on p 2(4)) instead of with M10 . Since 1P2(4) I = 42 + 4 + 1 = 21, one 
begins with a permutation group of degree 21. We describe elements of p 2(4) 
by their homogeneous coordinates. 

Lemma 9.54. Let f3 be a primitive element of GF(4). The functions /;: p2(4) ~ 
P2(4), for i = 1, 2, 3, defined by 

f1[A, 11, vJ = [,1,2 + IlV, 112, v2J, 

f2[A, 11, vJ = [,1,2,112, f3v2J, 

f3[A, 11, vJ = [,1,2,112, v2J, 

are involutions which fix [1,0,0]. Moreover, 

<PSL(3, 4), f2' f3) = prL(3, 4). 

Proof. The proof is left as an exercise for the reader (with the reminder that 
all 3-tuples are regarded as column vectors). A hint for the second statement 
is that PSL(3,4) <l prL(3, 4), prL(3, 4)/PSL(3, 4) ~ 83 , and, if the unique 
nontrivial automorphism of GF(4) is 0': A f-+A 2, then f3 = 0'* and 

[1 ° 0] 
!2 = ° 1 ° 0'* . 

° ° f3 
• 

Theorem 9.55. There exists a 3-transitive group M22 of degree 22 and order 
443,520 = 22·21·20·48 = 27 • 32 . 5 . 7·11 such that the stabilizer of a point is 
PSL(3,4). 

Proof. We show that G = PSL(3, 4) acting on X = p 2(4) has a transitive 
extension. Let 

In matrix form, 

x = [1,0,0], 

g[A, 11, vJ = [11, A, vJ, 

h1 = (00 [1,0, 0J)!l' 

g = [~ ~ ~], 
° ° 1 

so that det(g) = -1 = 1 E GF(4) and g E PSL(3, 4). It is plain that g does not 
fix x = [1, 0, OJ and, by the lemma, that hi = 1. The following computation 
shows that (ghd3 = 1. If [A, 11, v J =1= 00, [1,0, OJ, or [0, t, OJ, then 

(gh1)3[A, 11, v] = [Av + 1l2(V 3 + 1), IlV + A2(v3 + 1), v2]. 

If v =1= 0, then v3 = 1 and v3 + 1 = 0, so that the right side is CAv, IlV, v2 J = 
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[A, p., v]. If v = 0, then the right side is [p.2, A 2, 0]; since AP. #- 0, by our initial 
choice of [A, p., v], we have [p.2, A2, 0] = [(AP.)p.2, (AP.)A2, 0] = [A, p., 0]. The 
reader may show that (ghd3 also fixes 00, [1, 0, 0], and [0, 1, 0], so that 
(gh1)3 = l. 

Finally, assume that k E Gx :::;; PSL(3, 4), so that k is the coset (mod scalar 
matrices) of 

k = (~ : :] 
o c d 

(because k fixes [1,0,0]). Now det(k) = 1 = ad - bc. The reader may now 
calculate that h1kh1' mod scalars, is 

h1kh1 = (~ ;2 :2] 
o c2 d2 

which fixes [1,0,0] and whose determinant is a2d2 - b2c2 = (ad - bc)2 = l. 
Thus h1 Gx h1 = Gx , and Theorem 9.51 shows that M22 = (PSL(3, 4), h1) 
acts 3-transitively on X = p 2(4) U {oo} with (M22 )oo = PSL(3, 4). 

By Theorem 9.7, IMd = 22· 21· 20 'IHI, where H is the stabilizer in M22 
of three points. Since (M22 )oo = PSL(3, 4), we may consider H as the 
stabilizer in PSL(3, 4) of two points, say, [1, 0, 0] and [0, 1,0]. If A E SL(3, 4) 
sends (1, 0, 0) to (0(, 0, 0) and (0, 1,0) to (0, p, 0), then A has the form 

A = (~ ~ ~], 
00'1 

where '1 = (O(P)-l. There are 3 choices for each of 0( and p, and 4 choices for 
each of y and D, so that there are 144 such matrices A. Dividing by SZ(3,4) 
(which has order 3), we see that IHI = 48. • 

Theorem 9.56. There exists a 4-transitive group M23 of degree 23 and order 
10,200,960 = 23·22·21· 20·48 = 27 • 32 • 5·7·11 . 23 such that the stabilizer 
of a point is M22 . 

Proof. The proof is similar to that for M 22 , and so we only provide the 
necessary ingredients. Adjoin a new symbol ill to p 2(4) U {oo}, and let 

x = 00, 

g = (00 [1,0, 0])f1 = the former h1' 

h2 = (ill 00 )f2' 

The reader may apply Theorem 9.51 to show that M23 = (M22' h2) is a 
transitive extension of M22 · • 
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Theorem 9.57. There exists a 5-transitive group M24 of degree 24 and order 
244,823,040 = 24·23·22·21·20·48 = 210 .33 • 5·7· 11· 23 such that the stabi-

lizer of a point is M23 • 

Proof. Adjoin a new symbol 0 to p 2(4) U {oo, co}, and define 

x = co, 

g = (co (0)f2 = the former h2, 

h3 = (0 co)f3' 

The reader may check that Theorem 9.51 gives M24 = <M23 , h3) a transitive 
extension of M 23' • 

Theorem 9.58 (Miller, 1900). The Mathieu groups M22 , M23 , and M24 are 
simple groups. 

Proof. Since M22 is 3-transitive of degree 22 (which is not a power of 2) and 
since the stabilizer of a point is the simple group PSL(3, 4), Theorem 9.25(ii) 
gives simplicity of M22 . The group M 23 is 4-transitive and the stabilizer of a 
point is the simple group M 22 , so that Theorem 9.25(i) gives simplicity of 
M 23 . Finally, M24 is 5-transitive and the stabilizer of a point is the simple 
group M23 , so that Theorem 9.25(i) applies again to give simplicity of 
M 24· • 

Theorem 9.59 (Cole, 1896; Miller, 1899). The Mathieu groups M11 and M12 
are simple. 

Proof. Theorem 9.25(i) will give simplicity of M12 once we prove that M11 is 
simple. The simplicity of M11 cannot be proved in this way because the 
stabilizer of a point is M lO , which is not a simple group. 

Let H be a nontrivial normal subgroup of M 11 . By Theorem 9.17, H is 
transitive of degree 11, so that IHI is divisible by 11. Let P be a Sylow 
11-subgroup of H. Since (11)2 does not divide IMlll, P is also a Sylow 11-
subgroup of M 11> and P is cyclic of order 11. 

We claim that P -=F NH(P). Otherwise, P abelian implies P ~ CH(P) ~ 
NH(P) and NH(P)/CH(P) = 1. Burnside's normal complement theorem (Theo­
rem 7.50) applies: P has a normal complement Q in H. Now IQI is not divisi­
ble by 11, so that Q char H; as H <l M 11' Lemma 5.20(ii) gives Q <l M 11' If 
Q -=F 1, then Theorem 9.17 shows that IQI is divisible by 11, a contradiction. 
If Q = 1, then P = H. In this case, H is abelian, and Exercise 9.10 gives H a 
regular normal subgroup, contradicting Lemma 9.24. 

Let us compute NMIl(P). In Sl1' there are 11!/11 = 10! 11-cycles, and 
hence 9! cyclic subgroups of order 11 (each of which consists of 10 11-
cycles and the identity). Therefore [Sl1 : NSIl (P)] = 9! and INsll (P)I = 110. 
Now NMIl(P) = Nsll(P)nM11 . We may assume that P = <0), where (J = 
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(1 2 ... 10 11); if r = (1 11)(2 10)(3 9)(4 8)(5 7), then r is an involution 
with urr = (J-1 and r E NSl1 (P). But r is an odd permutation, whereas Mll ~ 
All, so that INMl1 (P)1 = 11 or 55. Now P ~ NH(P) ~ NMl1 (P), so that either 
P = NH(P) or NH(P) = NMl1 (P). The first paragraph eliminated the first pos­
sibility, and so NH(P) = NM 11 (P) (and their common order is 55). The Frattini 
argument now gives Mll = HNMl1 (P) = HNH(P) = H (for NH(P) ~ H), and 
so M 11 is simple. • 

EXERCISES 

9.37. Show that the 4-group V has no transitive extension. (Hint. If hE S5 has order 
5, then <V, h) ~ A5') 

9.38. Let W = {g E M 12 : g permutes {ex, w n}}. Show that there is a homomor­
phism of Wonto S3 with kernel (M12)",.co,n. Conclude that I WI = 6 x 72. 

9.39. Prove that Aut(2, 3), the group of all affine automorphisms of a two-dimen­
sional vector space over £:3, is isomorphic to the subgroup W of M12 in the 
previous exercise. (Hint. Regard GF(9) as a vector space over £:3') 

9.40. Show that <PSL(3, 4), h2' h3) S M24 is isomorphic to prL(3, 4). (Hint. Lemma 
9.54.) 

Steiner Systems 

A Steiner system, defined below, is a set together with a family of subsets 
which can be thought of as generalized lines; it can thus be viewed as a kind 
of geometry, generalizing the notion of affine space, for example. If X is a set 
with IXI = v, and if k ~ v, then a k-subset of X is a subset Be X with IBI = k. 

Definition. Let 1 < t < k < v be integers. A Steiner system of type S(t, k, v) is 
an ordered pair (X, [!4), where X is a set with v elements, [!4 is a family of 
k-subsets of X, called blocks, such that every t elements of X lie in a unique 
block. 

EXAMPLE 9.12. Let X be an affine plane over the field GF(q), and let [!4 be the 
family of all affine lines in X. Then every line has q points and every two 
points determine a unique line, so that (X, [!4) is a Steiner system of type 
S(2, q, q2). 

EXAMPLE 9.13. Let X = P2(q) and let [!4 be the family of all projective lines in 
X. Then every line has q + 1 points and every two points determine a unique 
line, so that (X, [!4) is a Steiner system of type S(2, q + 1, q2 + q + 1). 

EXAMPLE 9.14. Let X be an m-dimensional vector space over 71 2 , where m ~ 
3, and let [!4 be the family of all planes (affine 2-subsets of X). Since three 
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distinct points cannot be collinear, it is easy to see that (X, 91) is a Steiner 
system of type S(3, 4, 2m). 

One assumes strict inequalities 1 < t < k < v to eliminate uninteresting 
cases. If t = 1, every point lies in a unique block, and so X is just a set 
partitioned into k-subsets; if t = k, then every t-subset is a block; if k = v, then 
there is only one block. In the first case, all "lines" (blocks) are parallel; in the 
second case, there are too many blocks; in the third case, there are too few 
blocks. 

Given parameters 1 < t < k < v, it is an open problem whether there exists 
a Steiner system of type S(t, k, v). For example, one defines a projective plane 
of order n to be a Steiner system of type S(2, n + 1, n2 + n + 1). It is conjec­
tured that n must be a prime power, but it is still unknown whether there 
exists a projective plane of order 12. (There is a theorem of Bruck and Ryser 
(1949) saying that if n == 1 or 2 mod 4 and n is not a sum of two squares, then 
there is no projective plane of order n; note that n = 10 is the first integer 
which neither satisfies this hypothesis nor is a prime power. In 1988, C. Lam 
proved, using massive amounts of computer time, that there is no projective 
plane of order 10.) 

Definition. If (X, 91) is a Steiner system and x E X, then 

star(x) = {B E 91: x E ~}. 

Theorem 9.60. Let (X, 91) be a Steiner system of type S(t, k, v), where t ~ 3. If 
x E X, define X' = X - {x} and~' = {B - {x}: B E star(x)}. Then (X', 91') is 
a Steiner system of type S(t - 1, k - 1, v-I) (called the contraction of (X, 91) 
at x). 

Proof. The routine proof is left to the reader. • 

A contraction of (X, 91) may depend on the point x. 
Let Yand Z be finite sets, and let We Y x Z. For each y E Y, define 

#(y, )=I{ZEZ:(y,Z)E W}landdefine #( ,Z)=I{YE Y:(y,Z)E W}I.Clearly, 

L #(y, )=IWI= L #( ,z). 
yeY zeZ 

We deduce a counting principle: If #(y, ) = m for all y E Yand if #( ,z) = n 
for all Z E Z, then 

mlYI = nlZI· 

Theorem 9.61. Let (X, 91) be a Steiner system of type S(t, k, v). Then the num­
ber of blocks is 

I~I = v(v - l)(v - 2) ... (v - t + 1) . 
k(k - l)(k - 2) ... (k - t + 1)' 

if r is the number of blocks containing a point x E X, then r is independent of x 
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and 

(v - l)(v - 2)··· (v - t + 1) r= ._~~--'-

(k - l)(k - 2)···(k - t + 1)" 

Proof. If Y is the family of all t-subsets of X, then 1 YI = "v choose t" = 

v(v - 1)··· (v - t + l)/t!. Define We Y X ~ to consist of all ({Xl' ... , Xt}, B) 
with {Xl' ... , Xt} c B. Since every t-subset lies in a unique block, 
#({xt> ... , Xt}, ) = 1; since each block B is a k-subset, #( , B) = "k choose 
t" = k(k - 1)··· (k - t + l)/t!. The counting principle now gives the desired 
formula for I~I. 

The formula for r follows from that for 1241 because r is the number of 
blocks in the contraction (X', 24') (where X' = X - {x}), which is a Steiner 
system of type S(t - 1, k - 1, v-i). It follows that r does not depend on the 
choice of x. • 

Remarks. 1. The proof just given holds for all t ::::: 2 (of course, (X', ~I) is not 
a Steiner system when t = 2 since t - 1 = 1). 

2. The same proof gives a formula for the number of blocks in a Steiner 
system of type S(t, k, v) containing two points X and y. If (X', ~I) is the 
contraction (with X' = X - {x}), then the number r' of blocks in (X', ~') 
containing y is the same as the number of blocks in (X, ~) containing X and 
y. Therefore, 

(v - 2}(v - 3)···(v - t + 1) 
r' = . 

(k - 2}(k - 3)··· (k - t + 1) 

Similarly, the number rIp) of blocks in (X,~) containing p points, where 
1 ::;; p ::;; t, is 

(v - p}(v - p - 1)··· (v - t + 1) rIP) = . 
(k - p}(k - p - 1)··· (k - t + 1) 

3. That the numbers I~I = r, r', ... rIp), ... , r(t) are integers is, of course, a 
constraint on t, k, v. 

Definition. If (X, ~) and (Y, ~) are Steiner systems, then an isomorphism is a 
bijection f: X ~ Y such that B E ~ if and only if f(B) E~. If (X,~) = (Y, ~), 
then f is called an automorphism. 

For certain parameters t, k, and v, there is a unique, to isomorphism, 
Steiner system of type S(t, k, v), but there may exist nonisomorphic Steiner 
systems of the same type. For example, it is known that there are exactly four 
projective planes of order 9; that is, there are exactly four Steiner systems of 
type S(2, 10,91). 

Theorem 9.62. All the automorphisms of a Steiner system (X, ~) form a group 
Aut(X, ~) ::;; Sx. 
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Proof. The only point needing discussion is whether the inverse of an auto­
morphism h is itself an automorphism. But Sx is finite, and so h-l = hm for 
some m ~ 1. The result follows, for it is obvious that the composite of auto­
morphisms is an automorphism. • 

Theorem 9.63. If (X, £I) is a Steiner system, then Aut(X, £I) acts faithfully on 
£I. 

Proof. If <p E Aut(X, 81) and <p(B) = B for all blocks B, then it must be shown 
that <p = Ix. 

For x E X, let r = 1 star(x) I, the number of blocks containing x. Since <p is an 
automorphism, <p(star(x)) = star(<p(x)); since <p fixes every block, <p(star(x)) = 
star(x), so that star(x) = star(<p(x)). Thus, <p(x) and x lie in exactly the same 
blocks, and so the number r' of blocks containing {<p(x), x} is the same as the 
number r of blocks containing x. If <p(x) oF x, however, r' = r gives k = v 
(using the formulas in Theorem 9.61 and the remark thereafter), contradict­
ing k < v. Therefore, <p(x) = x for all x E X. • 

Corollary 9.64. If (X, £I) is a Steiner system and x E X, then nBE star(x) B = {x}. 

Proof. Let x, y E X. If star(x) = star(y), then the argument above gives the 
contradiction r' = r. Therefore, if y oF x, there is a block B with x E Band 
y ¢ B, so that y ¢ nBEstar(X)B. • 

We are going to see that multiply transitive groups may determine Steiner 
systems. 

Notation. If X is a G-set and U :s:; G is a subgroup, then 

$7(U) = {x E X: gx = x for all 9 E U}. 

Recall that if U :s:; G and 9 E G, then the conjugate gUg- 1 may be denoted 
by ug. 

Lemma 9.65. If X is a G-set and U :s:; G is a subgroup, then 

for all 9 E G. 

Proof. The following statements are equivalent for x EX: x E $7(ug); 
gug-l(x) = x for all u E U; ug-l(x) = g-l(X) for all u E U; g-I(X) E $7(U); 
x E g$7(U), • 

Theorem 9.66. Let X be a faithful t-transitive G-set, where t ~ 2, let H be the 
stabilizer of t points Xl"", x t in X, and let U be a Sylow p-subgroup of H for 
some prime p. 
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(i) NG(U) acts t-transitively on §"(U). 
(ii) (Carmichael, 1931; Witt, 1938). If k = I§"(U)I > t and U is a nontrivial 

normal subgroup of H, then (X, 84) is a Steiner system of type S(t, k, v), 
where IXI = v and 

84 = {g§"(U): g E G} = {§"(ug): g E G}. 

Proof. (i) Note that §"(U) is a NG(U)-set: if g E NG(U), then U = U9 and 
§"(U) = §"(U9) = g§"(U). Now {Xl' ... ' Xt} C §"(U) because U :5; H, the sta­
bilizer of Xl' ... , Xt; hence k = I§"(U)I ~ t. If Yl' ... , Yt are distinct elements 
of §"(U), then t-transitivity of G gives g E G with gYi = Xi for all i. If u E U, 
then gUg-1Xi = gUYi = gYi = Xi (because Yi E §"(U)); that is, U9 :5; H. By the 
Sylow theorem, there exists h E H with U9 = Uh• Therefore h-lg E NG(U) and 
(h-lg)Yi = h-1Xi = Xi for all i. 

(ii) The hypothesis gives 1 < t < k :5; v. If k = v, then §"(U) = X; but U * 
1, contradicting G acting faithfully on X. It is also clear that k = I§"(U)I = 
Ig§"(U)1 for all g E G. 

If Yl' ... , Yt are distinct elements of X, then there is g E G with gXi = Yi for 
all i, and so {Yl' ... ' Yt} c g§"(U). It remains to show that g§"(U) is the 
unique block containing the Yi. If {y!, ... , Yt} c h§"(U), then there are Zl' ... ' 

Zt E §"(U) with Yi = hZi for all i. By (i), there is a E NG(U) with Zi = aXi for all 
i, and so gXi = Yi = haxi for all i. Hence g-lha fixes all Xi and g-lha E H. Now 
H :5; NG(U), because U <J H, so that g-lha E NG(U) and g-lh E NG(U). There­
fore, ug = Uh and g§"(U) = §"(ug) = §"(Uh) = h§"(U), as desired. • 

Lemma 9.67. Let H :5; M24 be the stabilizer of the five points 

00, ro, n, [1, 0, 0], and [0, 1, 0]. 

(i) H is a group of order 48 having a normal elementary abelian Sylow 2-
subgroup U of order 16. 

(ii) §"(U) = t u {oo, ro, n}, where t is the projective line v = 0, and so 
I§"(U)I = 8. 

(iii) Only the identity of M 24 fixes more than 8 points. 

Proof. (i) Consider the group H of all matrices over GF(4) of the form 

A = A[~ ~ ;], 
o 0 y-l 

where A, y -=F O. There are 3 choices for each of A and y, and 4 choices for each 
of ex and p, so that liil = 3 x 48. Clearly H/Z(3,4) has ord~ 48, lies in 
PSL(3,4) :5; M24 , and fixes the five listed points~so t~at H = H/Z(3, 4) (w.e 
know that IHI = 48 from Theorem 9.57). Define U :5; H to be all those matn­
ces A above for which y = 1. Then U = U/Z(3, 4) has order 16 and consists 
of involutions; that is, U is elementary abelian. But U <J ii, being the kernel 



298 9. Permutations and the Mathieu Groups 

of the map Ii -+ SL(3, 4) given by 

AH[~ ~ ° ] ° , A. -1 

so that U <l H. 
(ii) Assume that [A., J1., v] E §,(U). If h E U, then y = 1 and 

hm~[~ ! ~m]~[~~;}[~] 
for some ~ E GF(4r. If v = 0, then all projective points of the form [A., J1., 0] 
(which form a projective line t having 4 + 1 = 5 points) are fixed by h. If 
v # 0, then these equations have no solution, and so h fixes no other projec­
tive points. Therefore, every h E U fixes t, 00, ro, n, and nothing else, so that 
§,(U) = t u {oo, ro, n} and I§'(U)I = 8. 

(iii) By 5-transitivity of M24 , it suffices to show that h E H# can fix at most 
3 projective points in addition to [1,0,0] and [0, 1,0]. Consider the equa­
tions for ~ E GF(4f: 

If v = 0, then we may assume that A. # 0 (for [0, 1, 0] is already on the list of 
five). Now A. = A. + av = ~A. and J1. = yJ1. + /3v = ~J1. give Y = 1; hence hE U 
and h fixes exactly 8 elements, as we saw in (ii). If v # 0, then v = y-lv = ~v 
implies ~ = y-l; we may assume that y # 1 lest h E U. The equations can now 
be solved uniquely for A. and J1. (A. = (y-l - 1)-lav and J1. = (y-1 - yfl/3V), so 
that h ¢ U can fix only one projective point other than [1, 0, 0] and [0, 1, 0]; 
that is, such an h can fix at most 6 points. • 

Theorem 9.68. Neither M 12 nor M 24 has a transitive extension. 

Proof. In order to show that M 12 has no transitive extension, it suffices to 
show that there is no sharply 6-transitive group G of degree 13. Now such a 
group G would have order 13· 12· 11 . 10·9·8. If 9 E G has order 5, then 9 is 
a product of two 5-cycles and hence fixes 3 points (g cannot be a 5-cycle lest 
it fix 8 > 6 points). Denote these fixed points by {a, b, c}, and let H = Go,b,c' 

Now (g) is a Sylow 5-subgroup of H «g) is even a Sylow 5-subgroup of G), 
so that Theorem 9.66(i) gives N = NG«g») acting 3-transitively on §,«g») = 

{a, b, c}; that is, there is a surjective homomorphism cp: N -+ 83 , We claim 
that C = CG«g») 1. ker cp. Otherwise, cp induces a surjective map cp*: N /C -+ 

83 , By Theorem 7.1, N/C ~ Aut«g»), which is abelian, so that N/C and 
hence 83 are abelian, a contradiction. Now C <l N forces cp(C) <l cp(N) = 83 , 
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so that <p(C) = A3 (we have just seen that <p(C) =I- 1) and so 3 divides Ic!. 
There is thus an element h E C of order 3. Since 9 and h commute, the element 
gh has order 15. Now gh cannot be a 15-cycle (G has degree 13), and so its 
cycle structure is either (5, 5, 3), (5, 3, 3), or (5, 3). Hence (gW, being either a 
3-cycle or a product of 2 disjoint 3-cycles, fixes more than 6 points. This 
contradiction shows that no such G can exist. 

A transitive extension G of M 24 would have degree 25 and order 25 . 24 . 
23·22·21·20·48. If 9 E G has order 11, then 9 is a product of 2 disjoint 
11-cycles (it cannot be an 11-cycle lest it fix 14> 8 points, contradicting 
Lemma 9.67(iii)). Arguing as above, there is an element hE G of order 3 
commuting with g, and so gh has order 33. Since G has degree 25, gh is not a 
33-cycle, and so its cycle structure is either of the form (11,11,3) or one 
11-cycle and severaI3-cycles. In either case, (gh)l1 has order 3 and fixes more 
than 8 points, contradicting Lemma 9.67. • 

Theorem 9.69. 

(i) Let X = p 2 (4) U {oo, ro, Q} be regarded as an M 24-set, let U be a Sylow 
2-subgroup of H (the stabilizer of 5 points), and let ?A = {gff(U): 9 E 

M 24 }. Then (X, fJI) is a Steiner system of type S(5, 8, 24). 
(ii) If gff(U) contains {oo, ro, Q}, then its remaining 5 points form a projective 

line. Conversely, for every projective line t', there is 9 E PSL(3, 4) ~ M24 

with gff(U) = t' u {oo, ro, Q}. 

Proof. (i) Lemma 9.67 verifies that the conditions stated in Theorem 9.66 do 
hold. 

(ii) The remark after Theorem 9.61 gives a formula for the number r" 
of blocks containing 3 points; in particular, there are 21 blocks containing 
{oo, ro, Q}. If t c ff(U) is the projective line v = 0, and if 9 E PSL(3, 4) = 
(M24)oo,w,n, then gff(U) = g(t) u {oo, ro, Q}. But PSL(3, 4) acts transitively 
on the lines of p 2 (4) (Exercise 9.23) and p 2 (4) has exactly 21lines (Theorem 
9.40(ii». It follows that the 21 blocks containing the 3 infinite points 00, ro, Q 

are as described. • 

The coming results relating Mathieu groups to Steiner systems are due to 
R.D. Carmichael and E. Witt. 

Theorem 9.70. M24 ~ Aut(X, fJI), where (X, fJI) is a Steiner system of type 

S(5, 8, 24). 

Remark. There is only one Steiner system with these parameters. 

Proof. Let (X,?A) be the Steiner system of Theorem 9.69: X = p 2 (4) u 
{oo, ro, Q} and!?4 = {gff(U): 9 E M 24 }, where ff(U) = t u {oo, ro, Q} (here t 
is the projective line v = 0). 



300 9. Permutations and the Mathieu Groups 

It is clear that every 9 E M24 is a permutation of X that carries blocks 
to blocks, so that M24 ~ Aut(X, £]l). For the reverse inclusion, let cp E 

Aut(X, £]l). Multiplying cp by an element of M24 if necessary, we may assume 
that cp fixes {oo, w, n} and, hence, that cpIP2(4): p 2(4) ---+ p2(4). By Theorem 
9.69(ii), cp carries projective lines to projective lines, and so cp is a collineation 
of p 2(4). But M24 contains a copy of prL(3, 4), the collineation group of 
P2(4), by Exercise 9.40. There is thus 9 E M24 with gIP2(4) = cpIP2(4), and 
cpg-l E Aut(X, £]l) (because M24 ~ Aut(X, £]l)). Now cpg-l can permute only 
00, w, n. Since every block has 8 elements cpg-l must fix at least 5 elements; 
as each block is determined by any 5 of its elements, cpg-l must fix every 
block, and so Theorem 9.63 shows that cpg-l = 1; that is, cp = 9 E M 24 , as 

desired. • 

We interrupt this discussion to prove a result mentioned in Chapter 8. 

Theorem 9.71. PSL(4, 2) ~ As· 

Proof. The Sylow 2-subgroup U in H, the stabilizer of 5 points in M 24 , is 
elementary abelian of order 16; thus, U is a 4-dimensional vector space 
over 71. 2. Therefore, Aut(U) ~ GL(4, 2) and, by Theorem 8.5, IAut(U)1 = 

(24 - 1)(24 - 2)(24 - 4)(24 - 8) = 8!j2. 
Let N = NM24 (U). By Theorem 9.66(ii), N acts 5-transitively (and faithfully) 

on ff(U), a set with 8 elements. Therefore, INI = 8·7·6·5·4·s, where s ~ 
6 = I S31. If we identify the symmetric group on ff(U) with Ss, then [Ss : N] = 

t ~ 6 (where t = 6/s). By Exercise 9.3(ii), Ss has no subgroups of index t with 
2 < t < 8. Therefore, t = lor t = 2; that is, N = Ss or N = As. Now there is 
a homomorphism cp: N ---+ Aut(U) given by 9 H Yg = conjugation by g. Since 
As is simple, the only possibilities for im cp are Ss, As, 71.2, or 1. We cannot 
have im cp ~ Ss (since IAut(U)1 = 8!/2); we cannot have lim cpl ~ 2 (for H ~ N, 
because U <3 H, and it is easy to find hE H of odd order and U E U with 
huh-1 =f. u). We conclude that N = As and that cp: N ---+ Aut(U) ~ GL(4, 2) is 
an isomorphism. • 

Theorem 9.72. M 23 ~ Aut(X', £]l'), where (X', £]l') is a Steiner system of type 
S(4, 7, 23). 

Remark. There is only one Steiner system with these parameters. 

Proof. Let X' = p 2(4) U { 00, w}, let B' = B'(t') = t' U { 00, w}, where t' is the 
projective line v = 0, and let £]l' = {g(B'): 9 E M 23 }. It is easy to see that 
(X', £]l') is the contraction at n of the Steiner system (X, £]l) in Theorem 9.69, 
so that it is a Steiner system of type S(4, 7,23). 

It is clear that M 23 ~ Aut(X', £]l'). For the reverse inclusion, let cp E 

Aut(X', £]l'), and regard cp as a permutation of X with cp(n) = n. Multiplying 
by an element of M 23 if necessary, we may assume that cp fixes 00 and w. 
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Since (X', [!II) is a contraction of (X, 91), a block in [!I' containing 00 and w 
has the form t' u {(X), w}, where t' is a projective line. As in the proof of 
Theorem 9.70, q>IP2(4) preserves lines and hence is a collineation of P2(4). 
Since M24 contains a copy of prL(3, 4), there is 9 E M24 with gIP2 (4) = 
q>IP2 (4). Therefore, 9 and q> can only disagree on the infinite points 00, w, 
andO. 

If B E star(O) (i.e., if B is a block in [JI containing 0), then q>(B) and g(B) are 
blocks; moreover, 1q>(B) n g(B)1 ~ 5, for blocks have 8 points, while q> and 9 
can disagree on at most 3 points. Since 5 points determine a block, however, 
q>(B) = g(B) for all B E star(O). By Corollary 9.64, 

{O} = {q>(0)} = q> ( n B) 
star(n) 

= n q>(B) 
star(n) 

= n g(B) = g( n B) = {g(O)}. 
star(n) star(n) 

Hence g(O) = 0 and 9 E (M24)n = M 23 • The argument now ends as that in 
Theorem 9.70: q>g-l E Aut(X', [!II) since M 23 :::;; Aut(X', 91'), q>g-l fixes [!I', 
and q> = 9 E M 23 . • 

Theorem 9.73. M22 is a subgroup of index 2 in Aut(X", [JI"), where (X", [JI") is 
a Steiner system of type S(3, 6, 22). 

Remark. There is only one Steiner system with these parameters. 

Proof. Let X" = X - {O, w}, let bIt = ff(U) - {O, w}, and let [!I" = {gb": 
9 E M22 }. It is easy to see that (X", [!I") is doubly contracted from (X, [!I), so 
that it is a Steiner system of type S(3, 6, 22). 

Clearly M22 :::;; Aut(X", [!I"). For the reverse inclusion, let q> E Aut(X", [!I") 
be regarded as a permutation of X which fixes 0 and w. As in the proof of 
Theorem 9.72, we may assume that q>(oo) = 00 and that q>IP2(4) is a 
collineation. There is thus 9 E M24 with gIP2 (4) = q>IP2 (4). Moreover, con­
sideration of star(w), as in the proof of Theorem 9.72, gives g(w) = w. 
Therefore, q>g-l is a permutation of X fixing p 2 (4) u {w}. If q>g-l fixes 0, 
then q>g-l = Ix and q> = 9 E (M24)n,O) = M 22 . The other possibility is that 
q>g-l = (00 0). 

We claim that [Aut(X", [JI"): M~2] :::;; 2. If q>l, q>2 E Aut(X", [JI") and q>l, 
q>2 ¢ M 22 , then we have just seen that q>i = (00 O)gi for i = 1, 2, where 
gi E M 24. But g-;lg2 = q>11q>2 E (M24)n,O) = M22 (since both q>i fix 0 and w); 
there are thus at most two co sets of M22 in Aut(X", [JI"). 

Recall the definitions of the elements h2 and h3 in M 24: h2 = (w 00 )f2 and 
h3 = (0 W)f3, where f2, f3 act on p2(4) and fix 00, w, and O. Note that h2 
fixes 0 and h3 fixes 00. Define 9 = h3h2h3 = (0 (0)f3f2f3, and define 
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cp: X" --+ X" to be the function with cp(oo) = 00 and cpIP2(~) = f3fd3· By 
Lemma 9.54, cp 1 p2(4) is a collineation; since cp fixes 00, It follows that 
cp E Aut(X", f!J"). On the other hand, cp if M 22 , lest cpg-1 = (Q .(0) E M2.4' 
contradicting Lemma 9.67(iii). We have shown that M22 has mdex 2 m 

Aut(X", f!J"). • 

Corollary 9.74. M22 has an outer automorphism of order 2 and Aut(X", f!J") ~ 

M22 ~22· 

Proof. The automorphism cp E Aut(X", f!J") with cp if M22 constructed at the 
end of the proof of Theorem 9.73 has order 2, for both f2 and f3 are 
involutions (Lemma 9.54), hence the conjugate fdd3 is also an involution. It 
follows that Aut(X", f!J") is a semidirect product M22 ~ 2 2. Now cp is an 
automorphism of M 22 : if a E M 22 , then a'" = cpacp-1 E M 22 • Were cp an inner 
automorphism, there would be b E M22 with cpacp-1 = bab-1 for all a E M22 ; 

that is, cpa-1 would centralize M22 . But a routine calculation shows that cp 
does not commute with h1 = (00 [1,0, 0])f1 E M22 , and so cp is an outer 
automorphism of M 22 . • 

The "small" Mathieu groups Mll and M12 are also intimately related to 
Steiner systems, but we cannot use Theorem 9.66 because the action is now 
sharp. 

Lemma 9.75. Regard X = GF(9) U {oo, ill, Q} as an M 12-set. There is a 
subgroup ~ ~ M 12 , isomorphic to S6' having two orbits of size 6, say, Z and Z', 
and which acts sharply 6-transitively on Z. Moreover, 

~ = {J1 E M 12 : J1(Z) = Z}. 

Proof. Denote the 5-set {oo, ill, Q, 1, -1} by Y For each permutation r of Y, 
sharp 5-transitivity of M12 provides a unique r* E M12 with r*1 Y = r. It is 
easy to see that the function Sy --+ M 12 , given by n--+r*, is an injective 
homomorphism; we denote its image (isomorphic to Ss) by Q. 

Let us now compute the Q-orbits of X. One of them, of course, is Y If r is 
the 3-cycle (00 ill Q), then r* E Q has order 3 and fixes 1 and -1. Now r* is 
a product of three disjoint 3-cycles (fewer than three would fix too many 
points of X), so that the < r*)-orbits of the 7-set X - Y have sizes (3, 3, 1). 
Since the Q-orbits of X (and of X - Y) are disjoint unions of < r*)-orbits 
(Exercise 9.4), the Q-orbits of X - Y have possible sizes (3, 3, 1), (6, 1), (3, 4), 
or 7. If Q has one orbit of size 7, then Q acts transitively on X - Y; this is 
impossible, for 7 does not divide IQI = 120. Furthermore, Exercise 9.3(i) says 
that Q has no orbits of size t, where 2 < t < 5. We conclude that X - Y has 
two Q-orbits of sizes 6 and 1, respectively. There is thus a unique point in 
X - Y, namely, the orbit of size 1, that is fixed by every element of Q. If (J E Sy 
is the transposition (1 -1), then its correspondent (J* E Q fixes 00, ill, Q and 
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interchanges 1 and -1. But ,: GF(9) --+ GF(9), defined by,: A H -A, lies in 
M10 (for -1 is a square in GF(9)) and 'I Y = a, so that' = a*. Since the only 
other point fixed by ,is 0, the one-point Q-orbit of X - Y must be {O}. 

Define Z = Yu {O} = {oo, W, n, 1, -1, O}. We saw, in Exercise 9.33, 
that M 10 ~ M12 contains a l : Pl(9) --+ Pl(9), where a l : AH -1/A is 
(0 00)(1 -1)(n3 n)(nS n7 ). Let us see that the subgroup r. = <Q, ad ~ S6' 
The set Z is both a Q-set and a <a 1 )-set, hence it is also a r.-set. As r. acts 
transitively on Z and the stabilizer of 0 is Q (which acts sharply 5-transitively 
on Z - {O} = Y), we have r. acting sharply 6-transitively on the 6-point set 
Z, and so r. ~ S6' Finally, the 6 points X - Z comprise the other r.-orbit of 
X (for we have already seen that X - Z is a Q-orbit). 

If {3 E Q, then {3(Y) = Yand {3(0) = 0, so that {3(Z) = Z. Since al(Z) = Z, it 
follows that a(Z) = Z for all a E r.. Conversely, suppose Jl. E M12 and Jl.(Z) = 
Z. Since r. acts 6-transitively on Z, there is a E r. with alZ = Jl.IZ. But Jl.a- l 
fixes 6 points, hence is the identity, and Jl. = a E r.. • 

Theorem 9.76. If X = GF(9) u {oo, w, n} is regarded as an M 12-set and /14 = 
{gZ: 9 E M 12 }, where Z = {oo, w, n, 1, -1, O}, then (X, /14) is a Steiner system 
of type S(5, 6, 12). 

Proof. It is clear that every block gZ has 6 points. If Xl' ... , Xs are any 
five distinct points in X, then 5-transitivity of M12 provides 9 E M12 with 
{Xl"'" Xs} C gz. It remains to prove uniqueness of a block containing five 
given points, and it suffices to show that if Z and gZ have five points in 
common, then Z = gz. Now if Z = {Zl"'" Z6}, then gZ = {gZl,"" gZ6}' 
where gZl,'''' gzs E Z. By Lemma 9.75, there is a E r. ~ M12 with aZl = 
gZl' ... , azs = gzs. Note that aZ = Z, for Z is a r.-orbit. On the other hand, 
a and 9 agree on five points of X, so that sharp 5-transitivity of M12 gives 
a = g. Therefore Z = aZ = gZ. • 

IfGF(9) is regarded as an affine plane over 7L 3 , then the blocks ofthe Steiner 
system constructed above can be examined from a geometric viewpoint. 

Lemma 9.77. Let (X, /14) be the Steiner system constructed from M12 in Theo­
rem 9.76. A subset B of X containing T = {oo, w, n} is a block if and only if 
B = T u t, where t is a line in GF(9) regarded as an affine plane over 7L 3 • 

Proof. Note that Z = T u to, where to = {1, -1, O}, and to is the line con­
sisting of the scalar multiples of 1. By Exercises 9.38 and 9.39, M12 contains 
a subgroup W ~ Aut(2, 3) each of whose elements permutes T. Hence, for 
every 9 E W, gZ = T u gt 0' and gt 0 is an affine line. But one may count 
exactly 12 affine lines in the affine plane, so that there are 12 blocks of the 
form T u t. On the other hand, the remark after Theorem 9.61 shows that 
there exactly 12 blocks containing the 3-point set T. • 
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Theorem 9.78. M12 ~ Aut(X, 86'), where (X, 86') is a Steiner system of type 

S(5, 6, 12). 

Remark. There is only one Steiner system with these parameters. 

Proof. Let (X, 86') be the Steiner system constructed in Theorem 9.76. Now 
M12 ~ Aut(X, 86') because every g E M12 carries blocks to blocks. For the 
reverse inclusion, let q> E Aut(X, 86'). Composing with an element of M12 if 
necessary, we may assume that q> permutes T = {oo, OJ, n} and q> permutes 
GF(9). Regarding GF(9) as an affine plane over 7L 3 , we see from Lemma 9.77 
that q>IGF(9) is an affine automorphism. By Exercise 9.39, there is g E M12 

which permutes T and with gIGF(9) = q>IGF(9). Now q>g-i E Aut(X, 86'), for 
M12 ~ Aut(X, 86'), q>g-i permutes T, and q>g-i fixes the other 9 points of X. 
We claim that q>g-i fixes every block B in 86'. This is clear if IB (\ TI = 0, 1, or 
3. In the remaining case, say, B= {oo,OJ,x l , ... ,X4}' then q>g-l(B) must 
contain either 00 or OJ as well as the Xi' so that IB (\ q>g-l(B)1 ~ 5. Since 
5 points determine a block, B = q>g-l(B), as claimed. Theorem 9.63 forces 
q>g-i = 1, and so q> = g E M 12 , as desired. • 

Theorem 9.79. Mll ~ Aut(X', 86"), where (X', 86") is a Steiner system of type 
S(4, 5, 11). 

Remark. There is only one Steiner system with these parameters. 

Proof. Let (X', 86") be the contraction at n of the Steiner system (X, 86') of 
Theorem 9.76. It is clear that Mll ~ Aut(X', [J6'). For the reverse inclusion, 
regard q> E Aut(X', [J6') as a permutation of X with q>(n) = n. Multiplying by 
an element of Mll if necessary, we may assume that q> permutes {oo, OJ}. 
By Lemma 9.77, a block B' E [J6' containing 00 and OJ has the form B' = 

{oo, OJ} u t, where t is a line in the affine plane over 7L 3 • As in the proof of 
Theorem 9.78, q>IGF(9) is an affine isomorphism, so there is g E M12 with 
gIGF(9) = q>IGF(9). As in the proof of Theorem 9.72, an examination of 
g(star(n» shows that g(n) = n, so that g E (M 12)n = M 11. The argument 
now finishes as that for Theorem 9.78: q>g-i E Aut(X', [J6'); q>g-i fixes [J6'; 

q>=gEM11 · • 

The subgroup structures of the Mathieu groups are interesting. There are 
other simple groups imbedded in them: for example, M 12 contains copies of 
A 6 , PSL(2,9), and PSL(2, 11), while M24 contains copies of M 12 , As, and 
PSL(2, 23). The copy L of S6 in M12 leads to another proof of the existence 
of an outer automorphism of S6. 

Theorem 9.80. S6 has an outer automorphism of order 2. 

Remark. See Corollary 7.13 for another proof. 
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Proof. Recall from Lemma 9.75 that if X = {oo, ro, n} u GF(9) and L (~ S6) 
is the subgroup of M12 in Lemma 9.75, then X has two L-orbits, say, Z = 
Yu {O} and Z' = Y' u {O'}, each of which has 6 points. If a E L has order 5, 
then a is a product of two disjoint 5-cycles (only one 5-cycle fixes too many 
points), hence it fixes, say, 0 and 0'. It follows that if V = <a), then each of Z 
and Z' consists of two V-orbits, one of size 5 and one of size 1. Now H = 

(MI2 )O,O' ~ MIO ' and V is a Sylow 5-subgroup of H. By Theorem 9.66, N = 

NM,2(V) acts 2-transitively on o?(V) = {O, O'}, so there is IX E N of order 2 
which interchanges 0 and 0'. 

Since IX has order 2, IX = 'I ... 'm' where the 'i are disjoint transpositions 
and m ::;; 6. But MI2 is sharply 5-transitive, so that 4 ::;; m; also, M12 :<:;; A 12 , 

so that m = 4 or m = 6. 
We claim that IX interchanges the sets Z = Yu {O} and Z' = Y' u {O'}. 

Otherwise, there is y E Y with IX(Y) = Z E Y. Now IXaIX = a i for some i (because 
IX normalizes <a». Hai(y) = uand a(z) = v, then u, v E Ybecause Yu {O} is a 
~-orbit. But u = ai(y) = C((Jcx(y) = C((J(z) = IX(V), and it is easy to see that y, z, 
u, and v are all distinct. Therefore, the cycle decomposition of cx involves 
(0 0'), (y z), and (v u). There is only one point remaining in Y, say a, and 
there are two cases: either IX(a) = a or IX(a) E Y'. If IX fixes a, then there is 
y' E Y' moved by IX, say, IX(y') = Z' E Y'. Repeat the argument above: there 
are points u', v' E Y' with transpositions (y' z') and (v' u') involved in the 
cycle decomposition of IX. If a' is the remaining point in Y', then the transpo­
sition (a a') must also occur in the factorization of IX because IX is not a 
product of 5 disjoint transpositions. In either case, we have a E Y and a' E Y' 
with IX = (0 O')(y z)(v u)(a a')[3, where [3 permutes Y' - {a'}. But C((Jcx(a) = 
ai(a) E Z; on the other hand, if a(a') = b' E Y', say, then C((Jcx(a) = C((J(a') = 

IX(b'), so that IX(b') E Y. Since a' is the only element of Y' that IX moves to Y, 
b' = a' and a(a') = b' = a'; that is, a fixes a'. This is a contradiction, for a 
fixes only 0 and 0'. 

It is easy to see that IX normalizes ~. Recall that a E ~ if and only if a(Z) = 
Z (and hence a(Z') = Z'). Now C((JIX(Z) = C((J(Z') = IX(Z') = Z, so that IXacx E 

~. Therefore, 'Y = 'Ya (conjugation by IX) is an automorphism of~. 
Suppose there is [3 E ~ with C((J*cx = [3a*[3-I for all a* E ~; that is, [3-IIX E 

C = CM12(~)' If C = 1, then IX = [3 E~, and this contradiction would show 
that 'Y is an outer automorphism. If a* E ~, then a* = aa', where a permutes 
Z and fixes Z' and a' permutes Z' and fixes Z. Schematically, 

a* = (z x .. . )(z' x' ... ); 

if jJ. E M12 , then (as any element of S12), 

jJ.a* jJ.-l = (jJ.z jJ.x ... }(jJ.z' jJ.x' ... ). 

In particular, if jJ. E C (so that jJ.a*jJ.-l = a*), then either jJ.(Z) = Z and 
jJ.(Z') = Z' or jJ. switches Z and Z'. In the first case, jJ. E~, by Lemma 9.75, 
and jJ. E C (\ ~ = Z(L) = 1. In the second case, jJ.ajJ.-l = a' (and jJ.a'jJ.-l = a), 
so that a and a' have the same cycle structure for all a* = aa' E ~. But there 
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is (1* E ~ with (1 a transposition. If such IJ exists, then (1* would be a product 
of two disjoint transpositions and hence would fix 8 points, contradicting 
M 12 being sharply 5-transitive. • 

There is a similar argument, using an imbedding of M12 into M 24 , which 
exhibits an outer automorphism of M 12 • There are several other proofs ofthe 
existence of the outer automorphism of S6; for example, see Conway and 
Sloane (1993). 

The Steiner systems of types S(5,6, 12) and S(5, 8, 24) arise in algebraic 
coding theory, being the key ingredients of (ternary and binary) Golay codes. 
The Steiner system of type S(5, 8, 24) is also used to define the Leech lattice, 
a configuration in ~24 arising in certain sphere-packing problems as well as 
in the construction of other simple sporadic groups. 



CHAPTER 10 

Abelian Groups 

Commutativity is a strong hypothesis, so strong that all finite abelian groups 
are completely classified. In this chapter, we focus on finitely generated and, 
more generally, countable abelian groups. 

Basics 

A valuable viewpoint in studying an abelian group G is to consider it as an 
extension of simpler groups. Of course, this reduces the study of G to a study 
of the simpler groups and an extension problem. 

In this chapter, we assume that all groups are abelian and we again adopt 
additive notation. 

Definition. A sequence of groups and homomorphisms 

"'~A~B~C~D~'" 

is an exact sequence if the image of each map is the kernel of the next map. A 
short exact sequence is an exact sequence of the form 

O~A~B~C~O. 

There is no need to label the arrow 0 ~ A, for there is only one such 
homomorphism, namely, 0 H 0; similarly, there is no need to label the only 
possible homomorphism C ~ 0: it must be the constant map x H O. In the 
short exact sequence above, 0 = im(O ~ A) = ker f says that f is an injec­
tion and A ~ im f; also, im g = ker(C ~ 0) = C says that g is a surjection. 
Finally, the first isomorphism theorem gives Blim f = Biker g ~ im g = C. 
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If A ~ Band f is the inclusion, then im f = A and B/A ~ C. Thus, B is 
an extension of A by C if and only if there is a short exact sequence 
o --+ A --+ B --+ C --+ O. 

Definition. If G is a group, its torsion subgroup is 

tG = {x E G: nx = 0 for some nonzero integer n}. 

Note that tG is a fully invariant subgroup of G. 
When G is not abelian, then tG may not be a subgroup. For example, 

Exercise 2.17 shows that tG is not a subgroup when G = GL(2, Q). 

Definition. A group G is torsion if tG = G; it is torsion-free if tG = O. 

The term torsion is taken from Algebraic Topology; the homology groups 
of a "twisted" manifold have elements of finite order. 

Theorem 10.1. The quotient group G/tG is torsion-free, and so every group G is 
an extension of a torsion group by a torsion-free group. 

Proof. If n(g + tG) = 0 in G/tG for some n #- 0, then ng E tG, and so there is 
m #- 0 with m(ng) = O. Since mn #- 0, g E tG, g + tG = 0 in G/tG, and G/tG is 
torsion-free. • 

If an abelian group is a semidirect product, then it is a direct product or, in 
additive terminology, it is a direct sum. The first question is whether the 
extension problem above is only virtual or if there exists a group G whose 
torsion subgroup is not a direct summand of G (i.e., there is no subgroup 
A ~ G with G = tG $ A). Let us first generalize one of the constructions we 
have already studied. 

Definition. Let K be a possibly infinite set and let {Ak : k E K} be a family of 
groupsl indexed by K. The direct product (or complete direct sum or strong 
direct sum), denoted by nkEKAk' is the group whose elements are all "vec­
tors" (ak) in the cartesian product of the Ak and whose operation is 

(ak) + (bk) = (ak + bk)· 

The direct sum (or weak direct sum), denoted by LkEKAk, is the subgroup of 
nkeK Ak consisting of all those elements (ak) for which there are only finitely 
many k with ak #- O. 

If the index set K is finite, then nkeKAk = LkeKAk; if the index set K is 

1 These constructions make sense for nonabelian groups as well. They have already arisen, for 
example, in our remark in Chapter 7 that different wreath products K I Q (complete and re­
stricted) arise when Q acts on an infinite set n. 
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infinite and infinitely many Ak ¥- 0, then the direct sum is a proper subgroup 
of the direct product. 

Definition. If x E G and n is a nonzero integer, then x is divisible by n in G if 
there is g E G with ng = x. 

Were the operation in G written multiplicatively, then one would say that 
x has an nth root in G. Exercise 1.31 shows that an element of order m is 
divisible by every n with (n, m) = 1. 

Theorem 10.2. There exists a group G whose torsion subgroup is not a direct 
summand of G. 

Proof. Let P be the set of all primes, and let G = DpeP 7L p• If q is a prime and 
x = (xp) EGis divisible by q, then there is Y = (Yp) with qyP = xp for all p; it 
follows that Xq = O. Therefore, if x is divisible by every prime, then x = O. 

We claim that G/tG contains a nonzero element which is divisible by every 
prime. If this were true, then G ¥- tG EB H for some subgroup H, because 
H ;;:: G/tG. If ap E 7Lp is a generator, then a = (ap) has infinite order: if na = 0, 
then nap = 0 for all p, so that p divides n for all p and hence n = O. Therefore 
a ¢ tG, and its coset a + tG is a nonzero element of G/tG. If q is a prime, then 
ap is divisible by q in 7Lp for all p ¥- q, by Exercise 1.31; there is thus YP E 7Lp 
with qyP = ap for all p ¥- q. Define Yq = 0 and define Y = (Yp). Now a - qy E 
tG (for its coordinates are all 0 except for aq in position q). Hence 

q(y + tG) = qy + tG = a - (a - qy) + tG = a + tG, 

and so a + tG is divisible by every prime q. • 

We restate Lemma 7.20 for abelian groups. 

Lemma 10.3. If G is an abelian group and A $; G, then the following statements 

are equivalent. 

(i) A is a direct summand of G (there is a subgroup B $; G with A n B = 0 and 

A+B=G). 
(ii) There is a subgroup B $; G so that each g E G has a unique expression 

g = a + b with a E A and b E B. 
(iii) There exists a homomorphism s: G/A -+ G with vs = IG/A' where v: G -+ 

G/ A is the natural map. 
(iv) There exists a retraction n: G -+ A; that is, n is a homomorphism with 

n(a) = a for all a E A. 

The following criterion is a generalization of Exercise 2.75 (which charac­
terizes finite direct sums). 
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Lemma 10.4. Let {Ak: k E K} be a family of subgroups of a group G. The 
following statements are equivalent. 

(i) G ~ LkeKAk· 
(ii) Every g E G has a unique expression of the form 

g = L ak' 
keK 

where ak E Ak, the k are distinct, and ak # 0 for only finitely many k. 
(iii) G = (UkeK Ak) and, for each j E K, Aj n (Uk,.jAk) = o. 

Proof. Routine. • 

Theorem to.S. If V is a vector space over a field K, then, as an additive group, 
V is a direct sum of copies of K. 

Proof. Let X be a basis of V. For each x E X, the one-dimensional subspace 
Kx spanned by x, is, as a group, isomorphic to K. The reader may check, 
using Lemma 10.4, that V = L",exKx. • 

There is a notion of independence for abelian groups. 

Definition. A finite subset X = {Xl' ... , x n } of nonzero elements of a group G 
is independent if, for all mj E 7L, L mjXj = 0 implies mjXj = 0 for each i. An 
infinite set X of nonzero elements in G is independent if every finite subset is 
independent. 

If X is an independent subset of a group G and L m",x = 0, then m",x = 0 
for each x. If G is torsion-free, then m", = 0 for all x; however, if G has torsion, 
then one may conclude only that m", is a multiple of the order of x. 

Lemma 10.6. A set X of nonzero elements of a group G is independent if and 
only if 

(X) = L (x). 
",eX 

Proof. Assume that X is independent. If Xo E X and y E (xo) n (X - {xo}), 
thep y = mxo and y = L mjXj, where the Xj are distinct elements of X not 
equal to Xo' Hence 

-mxo + ~mjxj = 0, 

so that independence gives each term 0; in particular, 0 = mxo = y. 
The proof of the converse, also routine, is left to the reader. • 

Recall, in the context of abelian groups, that p-groups are called p-primary 
groups. 
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Theorem 10.7 (Primary Decomposition). Every torsion group G is a direct sum 
of p-primary groups. 

Proof. For a prime p, define 

Gp = {x E G: pnx = 0 for some n ~ O} 

(Gp is called the p-primary component of G.) The proof of Theorem 6.1, mutatis 
mutandis, show that G ~ Lp Gp. • 

Theorem 10.8. If G and H are torsion groups, then G ~ H if and only if 
Gp ~ Hp for all primes p. 

Proof. If <p: G --+ H is a homomorphism, then <p(Gp) ~ Hp for all primes p. In 
particular, if <p is an isomorphism, then <p(Gp) ~ Hp and <p-l(Hp) ~ Gp for all 
p. It follows easily that <pI Gp is an isomorphism Gp --+ Hp. 

Conversely, assume that there are isomorphisms <Pp: Gp --+ Hp for all primes 
p. By Theorem 10.4(ii), each g E G has a unique expression of the form g = 
Lp ap' where only a finite number of the ap of- O. Then <p: G --+ H, defined by 
<p(L ap) = L <pp(ap), is easily seen to be an isomorphism. • 

Because of these last two results, most questions about torsion groups can 
be reduced to questions about p-primary groups. 

Here are two technical results about direct sums and products that will be 
useful. 

Theorem 10.9. Let G be an abelian group, let {Ak: k E K} be a family of abelian 
groups, and let {ik: Ak --+ G: k E K} be a family of homomorphisms. Then G ~ 
Lk E K Ak if and only if, given any abelian group H and any family of homo­
morphisms {k Ak --+ H: k E K}, then there exists a unique homomorphism 
<p: G --+ H making the following diagrams commute (<pik = fd: 

Ak~G 
I 

I.~ ,/f", 
H 

Proof. We show first that G = L Ak has the stated property. Define 
jk: Ak y G to be the inclusion. By Lemma 10.4, every g E G has a unique 
expression of the form g = Lk E K ak, with ak of- 0 for only finitely many k. It 
follows that ljI(g) = Lfk(ak) is a well defined function; it is easily checked that 
IjI is a homomorphism making the kth diagram commute for all k; that is, 

IjIjk = fk for all k. 
Assume now that G is any group satisfying the stated property, and 

choose the diagram with H = G and fk = jk' By hypothesis, there is a map 
<p: G --+ L Ak making the diagrams commute. 
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Finally, we show that I/Icp and cpl/l are identities. Both I/Icp and IG complete 

the diagram 

and so the uniqueness hypothesis gives I/Icp = IG· A similar diagram shows 
that cpl/l is the identity on L Ak • • 

Theorem 10.10. Let G be an abelian group, let {Ak: k E K} be a family of 
abelian groups, and let {Pk: G --+ Ak: k E K} be a family of homomorphisms. 
Then G ~ DkEKAk if and only if, given any abelian group H and any family 
of homomorphisms {k H --+ Ak : k E K}, there exists a unique homomorphism 
cp: H --+ G making the following diagrams commute for all k: 

Ak~G 

h\ //'" 
H 

Proof. The argument is similar to the one just given if one defines 
Pk: D/eK Al --+ H as the projection of a "vector" onto its kth coordinate. • 

EXERCISES 

10.1. Let {Ak : k E K} be a family of torsion groups. 
(i) The direct sum Lk E K Ak is torsion. 

(ii) If n is a positive integer and if each Ak has exponent n (i.e., nAk = 0 for all k), 
then nkEKAk is torsion. 

10.2. If x E G, then any two solutions to the equation ny = x differ by an element z 
with nz = o. Conclude that y is unique if G is torsion-free. 

10.3. If G is a torsion-free group and X is a maximal independent subset, then G/<X) 
is torsion. 

lOA. (i) If G = L Ak> prove that the maps ik: Ak -+ G in Theorem 10.9 are injections. 
(ii) If G = n Ak> prove that the maps Pk: G -+ Ak in Theorem 10.10 are surjec­

tions. 

Free Abelian Groups 

Definition. An abelian group F is free abelian if it is a direct sum of infinite 
cyclic groups. More precisely, there is a subset X c: F of elements of infinite 
order, called a basis of F, with F = LXEX <x); i.e., F ~ L 2. 
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We allow the possibility X = 0, in which case F = O. 
It follows at once from Lemma 10.4 that if X is a basis of a free abelian 

group F, then each u E F has a unique expression of the form u = I mxx, 
where mx E 71. and mx = 0 for "almost all" x E X; that is, mx -=f. 0 for only a 
finite number of x. 

Notice that a basis X of a free abelian group is independent, by Lemma 
10.6. 

Theorem 10.11. Let F be a free abelian group with basis X, let G be any abelian 
group, and let f: X -+ G be any function. Then there is a unique homomorphism 
cp: F -+ G extending f; that is, 

cp(x} = f(x} for all x E X. 

Indeed, if u = I mxx E F, then cp(u} = I mxf(u}. 

F 
"-

J "'<, 
X -y-+ G 

Proof. If u E F, then uniqueness of the expression u = I mxx shows that 
cp: u H L mxf(u} is a well defined function. That cp is a homomorphism ex­
tending f is obvious; cp is unique because homomorphisms agreeing on a set 
of generators must be equal. 

Here is a fancy proof. For each x E X, there is a unique homomorphism 
CPx: <x) -+ G defined by mXHmf(x}. The result now follows from Lemma 
10.6 and Theorem 10.10. • 

Corollary 10.12. Every (abelian) group G is a quotient of a free abelian group. 

Proof. Let F be the direct sum of I G I copies of 71., and let Xg denote a generator 
of the gth copy of 71., where g E G. Of course, F is a free abelian group with 
basis X = {xg: g E G}. Define a function f: X -+ G by f(xg} = g for all g E G. 
By Theorem 10.11, there is a homomorphism cp: F -+ G extending f. Now cp 
is surjective, because f is surjective, and so G ~ F /ker cp, as desired. • 

The construction of a free abelian group in the proof of Corollary 10.12 
can be modified: one may identify Xg with g. If X is any set, one may thus 
construct a free abelian group F having X itself as a basis. This is quite 
convenient. For example, in Algebraic Topology, one wishes to consider 
formal 71.-linear combinations of continuous maps between topological 
spaces; this can be done by forming the free abelian group with basis the set 
of all such functions. 

The corollary provides a way of describing abelian groups. 
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Definition. An abelian group G has generators X and relations A if G ~ F / R, 
where F is the free abelian group with basis X, A is a set of 7l. -linear combina­
tions of elements of X, and R is the subgroup of F generated by A. If X can 
be chosen finite, then Gis called finitely generated. 

EXAMPLE 10.1. G = 7l.6 has generator x and relation 6x. 

EXAMPLE 10.2. G = 7l.6 has generators {x, y}, and relations {2x, 3y}. 

EXAMPLE 10.3. G = OJ has generators {Xl"'" xn""} and relations 
{Xl - 2X2' X2 - 3X3, ... , Xn-l - nxn , •.• }. 

EXAMPLE 10.4. If G is free abelian with basis X, then G has generators X and 
no relations (recall that 0 is the subgroup generated by the empty set). The 
etymology of the term free should now be apparent. 

We have just seen that one can describe a known group by generators and 
relations. One can also use generators and relations to construct a group 
with prescribed properties. 

Theorem 10.13. There is an infinite p-primary group G = 7l.(pCXl) each of whose 
proper subgroups is finite (and cyclic). 

Proof. Define a group G having 

generators: X = {xo, Xl' ... , Xn, ... } 

and 

relations: 

Let F be the free abelian group on X, let R ~ F be generated by the relations, 
and let an = Xn + R E FIR = G. Then pao = 0 and an- l = pan for all n ~ 1, so 
that pn+1an = pao = O. It follows that Gis p-primary, for pt+l L~=o mnan = 0, 
where mn E 7l.. A typical relation (i.e., a typical element of R) has the form: 

mopxo + I mn(Xn- l - PXn) = (mop + ml)xO + I (mn+l - mnP)Xn· 
n;"l n;" 1 

If ao = 0, then Xo E R, and independence of X gives the equations 1 = mop + 
m1 and mn+1 = pmn for all n ~ 1. Since R ~ F and F is a direct sum, mn = 0 
for large n. But mn+1 = pnml for all n, and so m1 = O. Therefore, 1 = mop, and 
this contradicts p ~ 2. A similar argument shows that an # 0 for all n. We 
now show that all an are distinct, which will show that G is infinite. If an = ak 
for k > n, then an- l = pan implies ak = pk-nan, and this gives (1 - pk-n)ak = 

0; since Gis p-primary, this contradicts ak # O. 
Let H :s; G. If H contains infinitely many an, then it contains all of them, 

and H = G. If H involves only ao, ... , am, then H:s; (ao, ... , am> :s; (am>. 
Thus, H is a subgroup of a finite cyclic group, and hence H is also a finite 
cyclic group. • 



Free Abelian Groups 315 

The group Z(p<X» has other interesting properties (see Exercise 10.5 below), 
and we shall return to it in a la.ter section. 

Theorem 10.14. Two free abelidngroups F = LXEX(X) and G = LYEY(Y) 
are isomorphic if and only if IXI = I YI. 

Proof. Since IXI = I YI, there is a bijection f: X -+ Y c G, and f determines a 
homomorphism qJ: F -+ G with qJ(x) !::::: f(x) for all x E X. Similarly, there is a 
homomorphism t/I: G -+ F with t/I(y) = f-l(y) for all y E Y. But qJt/I and t/lqJ 
are identities because each fixes every element in a basis, and so qJ: F -+ G is 
an isomorphism. 

Converseq, if p is a prime, then V= F/pF is a vector space o~r Zp- We 
claim that X = {x + pF: x E X} is a basis of V. It is clear that X spans V. 
Assume that I: [mx](x + pF) = 0, where [mx] E Zp and not all [mx] = [0]. If 
mx is a representative of [mx], then Lmx(x + pF) = O. In F, this equation 
becomes L mxx E pF; that is, there are integers nx with L mxx = L pnxx. 
Independence of a basis gives mx = pnx for all x, and so [mx] = [0] for all x. 
This contradiction shows that X is independent, and hence it is a basis of V. 
We have shown that dim F/pF = IXI = IXI. In a similar way, one shows that 
dim F/pF = I YI, so that IXI = I YI. • 

Definition. The rank of a free abelian group is th~ cardinal of a basis. 

Theorem 10.14 says that two free abelian groups are isomorphic if and 
only if they have the same rank. The reader will not be misled by the analogy: 
vector space-free abelian group; dimension-rank. 

It is clear that if F and G are free abelian, then 

rank(F Ef> G) = rank(F) + rank(G), 

for a basis of F Ef> G can be chosen as the union of a basis of F and a basis 
ofG. 

Theorem 10.15 (projective Property). Let /3: B -+ C be a surjective homomor­
phism of groups. If F is free abelian and if ex: F -+ C is a homomorphism, then 
there exists a homomorphism y: F -+ B making the diagram below commute (i.e., 

/3y = ex): 
/F 

~/ j. 
'" B-C-O. p 

Remark. The converse is also true. 

Proof. Let X be a basis of F. For each x E X, surjectivity of ex provides bx E B 
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with f3(bx ) = a(x). Define a function f: X -+ B by f(x) = bx · By Theorem 
10.11 there is a homomorphism y: F -+ B with y(x) = bx for all x. It follows 
that f3y = a, for they agree on a generating set of F: if x E X, then f3y(x) = 
f3(bx ) = a(x). • 

Corollary 10.16. If H ::; G and G/H is free abelian, then H is a direct summand 
of G; that is, G = H EB K, where K ::; G and K ~ G/H. 

Proof. Let F = G/H and let f3: G -+ F be the natural map. Consider the 

diagram 
/F 

~/ I" 
IL' 

B ----+ F ----+ 0, p 

where IF is the identity map. Since F has the projective property, there is a 
homomorphism y: F -+ B with f3y = IF' Define K = im y. The equivalence of 
(i) and (iii) in Lemma 10.3 gives B = ker f3 ~ im y = H ~ K. • 

We give two proofs of the next result. The first is a special case of the 
second, but it contains the essential idea; the second involves infinite methods 
which, though routine, may obscure the simple idea. 

Theorem 10.17. Every subgroup H of a free abelian group F of finite rank n is 
itself free abelian; moreover, rank(H) ::; rank(F). 

Proof. The proof is by induction on n. If n = 1, then F ~ 71.. Since every 
subgroup H of a cyclic group is cyclic, either H = 0 or H ~ 7L, and so H is 
free abelian of rank::; 1. For the inductive step, let {Xl' ... , xn+d be a basis 
of F. Define F' = (Xl, ... , Xn) and H' = H n F'. By induction, H' is free 
abelian of rank::; n. Now 

H/H' = H/(H n F') ~ (H + F')/F' ::; F/F' ~ 7L. 

By the base step, either H/H' = 0 or H/H' ~ 7L. In the first case, H = H' 
and we are done; in the second case, Corollary 10.16 gives H = H' ~ (h) 
for some hE H, where (h) ~ 7L, and so H is free abelian and rank(H) = 
rank(H' ~ 7L) = rank(H') + 1 ::; n + 1. • 

We now remove the finiteness hypothesis. 

Theorem 10.lS. Every subgroup H of a free abelian group F is free abelian, and 
rank(H) ::; rank (F). 

Proof. That every nonempty set can somehow be well-ordered is equivalent 
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to the Axiom of Choice (see Appendix IV). Let {Xk: k E K} be a basis of F, 
and assume that K is well-ordered. 

For each k E K, define F~ = (Xj: j < k) and Fk = (Xj: j ::; k) = F~ EB (xk); 
define H~ = H n F~ and Hk = H n Fk. Note that F = U Fk and H = U Hk· 
Now H~ = H n F~ = Hk n F~, and so 

Hk/H~ = Hd(Hk n F~) 

~ (Hk + FD/F~ s FdF~ ~ 7L 

By Corollary 10.16, either Hk = H~ or Hk = H~ EB (hk), where (hk ) ~ 7l.. We 
claim that H is free abelian with basis the set of all hk ; it will then follow that 
rank(H) s rank(F), for the set of hk has cardinals IKI = rank (F). 

Since F = U Fk , each hE H (as any element of F) lies in some Fk ; define 
/l(h) to be the smallest index k for which h E Fk (we are using the fact that K 
is well-ordered). Let H* be the subgroup of H generated by all the hk • Sup­
pose that H* is a proper subgroup of H. Let j be the smallest index in 

{/l(h): hE Hand h ¢ H*}, 

and choose h' E H, h' ¢ H* with /l(h') = j. Now /l(h') = j gives h' E H n Fj, so 
that 

h' = a + mhj' a E Hj and m E 7l.. 

Thus, a = h' - mhj E H, a ¢ H* (lest h' E H*), and /lea) < j, a contradiction. 
Therefore, H = H*. 

By Lemma 10.4(ii), it remains to show that linear combinations of the hk 
are unique. It suffices to show that if 

m l hk1 + .. , + mnhkn = 0, 

where kl < ... < km then each mi = O. Of course, we may assume that mn -# O. 
But then mnhkn E (h k ) n H~n = 0, a contradiction. It follows that H is free 
abelian. • 

EXERCISES 

10.5. (i) Prove, for each n ~ 1, that Z(pOO) has a unique subgroup of order pn. 
(ii) Prove that the set of all subgroups of Z(pOO) is well-ordered by inclusion. 

(iii) Prove that Z(pOO) has the DCC but not the ACe. 
(iv) Let Rp = {e2nik/p": k E Z, n ~ O} ::; IC be the multiplicative group of all pth 

power roots of unity. Prove that Z(pOO) ~ Rp. 

10.6. (i) Prove that the group G having generators {xo, Xl' X2,"'} and relations 
{pxo, Xo - p'x" all n'~ 1} is an infinite p-primary group with n~=l p'G #-

O. 
(ii) Prove that the group G in (i) is not isomorphic to Z(pOO). 

10.7. (i) Prove that an abelian group G is finitely generated if and only if it is a 
quotient of a free abelian group of finite rank. 
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(ii) Every subgroup H of a finitely generated abelian group G is itself finitely 
generated. Moreover, if G can be generated by r elements, then H can be 
generated by r or fewer elements. 

10.8. Prove that the multiplicative group of positive rationals is free abelian (of 
countably infinite rank). (Hint. Exercise l.52(ii).) 

10.9. If F is a free abelian group of rank n, then Aut(F) is isomorphic to the multi­
plicative group of all n x n matrices over 71. with determinant = ± 1. 

10.10. An abelian group is free abelian if and only if it has the projective property. 

10.11. If F is a free abelian group of rank nand H is a subgroup ofrank k < n, then 
F / H has an element of infinite order. 

10.12. (i) If A ~ B ~ C ~ D is an exact sequence of free abelian groups, prove that 
B ~ im f EB ker h. 

(ii) If n ~ 1 and 0 -+ Fn -+ ... -+ FI -+ Fo -+ 0 is an exact sequence offree abelian 
groups of finite rank, then L7~o rank(Fi) = O. 

10.13. Prove the converse of Corollary 10.16: If a group G is (isomorphic) to a direct 
summand whenever it is a homomorphic image, then G is free abelian. 

10.14. A torsion-free abelian group G having a free abelian subgroup of finite index is 
itself free abelian. 

Finitely Generated Abelian Groups 

We now classify all finitely generated abelian groups. 

Theorem 10.19. Every finitely generated torsion-free abelian group G is free 
abelian. 

Proof. We prove the theorem by induction on n, where G = <XI, ... , xn). If 
n = 1 and G -1= 0, then G is cyclic; G ~ Z because it is torsion-free. 

Define H = {g E G: mg E <xn) for some positive integer m}. Now H is a 
subgroup of G and G/H is torsion-free: if X E G and k(x + H) = 0, then kx E 

H, m(kx) E <xn), and so X E H. Since G/H is a torsion-free group that can be 
generated by fewer than n elements, it is free abelian, by induction. By Corol­
lary 10.16, G = FEB H, where F ~ G/H, and so it suffices to prove that His 
cyclic. Note that H is finitely generated, being a summand (and hence a 
quotient) of the finitely generated group G. 

If 9 E Hand 9 -1= 0, then mg = kXn for some nonzero integers m and k. It is 
routine to check that the function cp: H ---+ 0), given by 9 f--+ kim, is a well 
defined injective homomorphism; that is, H is (isomorphic to) a finitely gener­
ated subgroup of 0), say, H = <al/bl , ... , at/bt). If b = TI:~1 bi , then the map 
1/1: H ---+ Z, given by hf--+bh, is an injection (because H is torsion-free). There-
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fore, H is isomorphic to a nonzero subgroup of lL, and hence it is infinite 
cyclic. • 

Theorem 10.20 (Fundamental Theorem). Every finitely generated abelian 
group G is a direct sum of primary and infinite cyclic groups, and the number 
of summands of each kind depends only on G. 

Proof. Theorem 10.19 shows that G/tG is free abelian, so that Corollary 10.16 
gives G = tG ED F, where F ~ G/tG. Now tG is finitely generated, being a 
summand and hence a quotient of G, and Exercise 6.18(ii) shows that tG is 
finite. The basis theorem for finite abelian groups says that tG is a direct sum 
of primary cyclic groups. 

The uniqueness of the number of primary cyclic summands is precisely 
Theorem 6.11; the number of infinite cyclic summands is just rank ( G/tG), and 
so it, too, depends only on G. • 

The next result will give a second proof of the basis theorem. 

Theorem 10.21 (Simultaneous Bases). Let H be a subgroup of finite index in a 
free abelian group F of finite rank n. Then there exist bases {Yl' ... , Yn} of F 
and {hi' ... , hn} of H such that h; E <y;) for all i. 

Proof. If {Xl' ... , xn} is an ordered basis of F, then each element hE H has 
coordinates. Choose an ordered basis and an element h so that, among all 
such choices, the first coordinate of h is positive and minimal such. If h = 
klx l + ... + knxn' then we claim that kl divides k; for all i ~ 2. The division 
algorithm gives k; = q;kl + r;, where 0 ::;; r; < k l . Therefore, 

h = kl (Xl + q2X2 + ... + qnXn) + r2x2 + ... + rnxn· 

Define Yl = Xl + q2X2 + ... + qnxn, and note that {Yl' X2 ,···, xn} is an or­
dered basis of F. Now h = kl Yl + r2 x2 + ... + rnxn· If r; =P 0 for some i, then 
the first coordinate of h relative to the ordered basis {x;, Yl' ... , xn} violates 
the minimality of our initial choice. Therefore, r; = 0 for all i ~ 2 and kl 
divides k; for all i ~ 2. 

If h' = mlYl + m2x2 + ... + mnxn is any element of H, we claim that kl 
divides mi. For if ml = qkl + r, where 0 ::;; r < kl' then h' - qh E H has first 
coordinate r < kl' a contradiction. It follows that the map n: H -? H, given 
by h' I---> mlYl, is a retraction with image <h). By Lemma 10.3, H = <h) ED 
ker n = <h) ED (H II <X2' ... , xn». Since <X2' ... , xn) is free abelian of rank 
n - 1 and H II <X2 , ••• , xn) is a subgroup of finite index, the proof can be 
completed by induction on n. • 

Corollary 10.22 (Basis Theorem). Every finite abelian group G is a direct sum 

of cyclic groups. 
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Proof. Write G as FIR, where F is free abelian of finite rank n, say. By 
Theorem 10.21, there are bases {Yl"'" Yn} and {h 1 ,···, hn} of F and R, 
respectively, with hi = kiYi for all i. By Theorem 2.30, G ~ L~=l lLk ;· • 

EXERCISES 

10.15. If F is a free abelian group of finite rank n, then a subgroup H of F has finite 
index if and only if H is free abelian of rank n. 

10.16. Let {Xl' ... , xn} be a basis of a free abelian group F. If k l , ... , kn are inte-
gers with gcd(k l , ... , kn) = 1, then there are elements Y2, ... , Yn such that 
{klXl + .,. + knx., Y2,"" Yn} is a basis of F. 

10.17. Let F be free abelian of rank n and let H be a subgroup of the same rank. Let 
{Xl' ... , Xn} bea basis of F,let {Yl, ... , Yn} be a basis of H,and letYj = Lmijxi' 
Prove that 

[F: H] = Idet[miJI· 

(Hint. Show that Idet[mij]I is independent of the choice of bases of F and of H.) 

Divisible and Reduced Groups 

A reader of Chapter 1, asked to give examples of infinite abelian groups, 
probably would have responded with lL, Q, IR, and C. We now study a com­
mon generalization of the latter three groups. 

Definition. A group G is divisible if each x EGis divisible by every integer 
n ;::: 2; that is, there exists gn E G with ngn = x for all n ;::: 2. 

EXAMPLE 10.5. The following groups are divisible: Q; IR; C; the circle group T; 
lL(pW); the multiplicative group F x of all nonzero elements of an algebraically 
closed field F (in particular, C X). 

EXAMPLE 10.6. Every quotient of a divisible group is divisible. 

EXAMPLE 10.7. If {Ak: k E K} is a family of groups, Then each ofLkEKAdand 
Dk E K Ak) is divisible if and only if every Ak is divisible. 

EXAMPLE 10.8. A torsion-free divisible group G is a vector space over Q. 

If x E G and n > 0, then there is a unique Y E G with ny = x, by Exercise 
10.2. There is thus a function Q x G -+ G, given by (min, x) H my (where 
ny = x), which is a scalar multiplication satisfying the axioms in the defini­
tion of vector space. 

Theorem 10.23 (Injective Property, Baer, 1940). Let D be a divisible group and 
let A be a subgroup of a group B. If f: A -+ D is a homomorphism, then f 
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can be extended to a homomorphism cp: B --+ D; that is, the following diagram 
commutes: 

Proof. We use Zorn's lemma. Consider the set Y' of all pairs (S, h), where 
A ~ S ~ Band h: S --+ D is a homomorphism with hlA = f. Note that Y' #­
o because (A, f) E Y'. Partially order Y' by decreeing that (S, h) ~ (S', h') if 
S ~ S' and h' extends h; that is, h'lS = h. IfCO' = {(Sa, ha)} is a simply ordered 
subset of Y', define (S, h) by S = Ua Sa and h = Ua ha (this makes sense if one 
realizes that a function is a graph; in concrete terms, if s E S, then s E Sa for 
some oc, and h(s) = ha(s)). The reader may check that (S, h) E Y' and that it is 
an upper bound of CO'. By Zorn's lemma, there exists a maximal pair (M, g) E 

Y'. We now show that M = B, and this will complete the proof. 
Suppose that there is b E B with b ¢ M. If M' = (M, b), then M < M', and 

so it suffices to define h': M' --+ D extending g to reach a contradiction. 

Case 1. M n (b) = O. 
In this case, M' = M EB (b), and one can define h' as the map m + kbl-+ 

gem). 

Case 2. M n (b) #- O. 
If k is the smallest positive integer for which kb E M, then each Y E M' has 

a unique expression of the form y = m + tb, where 0 ~ t < k. Since D is 
divisible, there is an element dE D with kd = h(kb) (kb E M implies h(kb) is 
defined). Define h': M' --+ D by m + tb 1-+ gem) + td. It is a routine calculation, 
left for the reader, that h' is a homomorphism extending g. • 

Corollary 10.24. If a divisible group D is a subgroup of a group G, then D is a 
direct summand of G. 

Proof. Consider the diagram: 

where 1D is the identity map. By the injective property, there is a homomo.r­
phism cp: G --+ D with cpi = 1D (where i is the inclusion D y G); that IS, 

cp(d) = d for all d E D. By Lemma 10.3, D is a direct summand of G. • 

Definition. If G is a group, then dG is the subgroup generated by all the 

divisible subgroups of G. 
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Note that dG is a fully invariant subgroup, for every image of a divisible 

group is divisible. 

Lemma 10.25. For any group G, dG is the unique maximal divisible subgroup 

ofG. 

Proof. It suffices to prove that dG is divisible. Let x E dG and let n :::- o. No~ 
x = d1 + .,. + dt, where each d; ED;, a divisible subgroup of G. Smce D; IS 

divisible, there is Yi E Di with ny; = di for all i. Hence Yl + .,. + Yt E dG and 
n(Yl + .. , + Yt) = x, as desired. • 

Definition. A group G is reduced if dG = O. 

Of course, G is divisible if and only if dG = G. 

Theorem 10.26. For every group G, there is a decomposition 

G = dG$R. 

where R is reduced. 

Proof. Since dG is divisible, Corollary 10.24 gives the existence of R. If D :::;;; R 
is divisible, then D :::;;; R n dG = 0, by Lemma 10.25. • 

The reader should compare the roles of the subgroups tG and dG. Every 
abelian group G is an extension of the torsion group tG by a torsion-free 
group (but tG need not be a direct summand); G is an extension of the 
divisible group dG by a reduced group, and dG is always a direct summand. 

Recall that if G is a group, then G[n] = {x E G: nx = O}. 

Lemma 10.27. If G and H are divisible p-primary groups, then G ~ H if and 
only if G[p] ~ H[p]. 

Proof. Necessity follows easily from the fact that <p(G[p]) :::;;; H[p] for every 
homomorphism <p: G -+ H. 

For sufficiency, assume that <p: G[p] -+ H[p] is an isomorphism; com­
posing with the inclusion H[p] c.. H, we may assume that <p: G[p] -+ H. The 
injective property gives the existence of a homomorphism <1>: G -+ H extend­
ing <p; we claim that <I> is an isomorphism. 

(i) <I> is injective. 
We show by induction on n ~ 1 that if x E G has order pH, then <I>(x) = O. 

If n = 1, then x E G[p], so that <I>(x) = <p(x) = 0 implies x = 0 (because <p is 
injective). Assume that x has order pH+l and <I>(x) = O. Now <I>(px) = 0 and 
px has order pn, so that px = 0, by induction, and this contradicts x having 
order pH+1. 

(ii) <I> is surjective. 
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We show, by induction on n ~ 1, that if y E H has order pn, then Y E im <1>, 
If n = 1, then Y E H[p] = im q> :::; im <1>. Suppose now that y has order pn+l. 
Since pny E H[p], there is x E G with <I>(x) = pny; since G is divisible, there is 
g E G with png = x. Thus, pn(y - <I>(x)) = 0, so that induction provides Z E G 
with <I>(z) = y - <I>(g). Therefore, y = <I>(y + g), as desired. • 

Theorem 10.2S. Every divisible group D is a direct sum of copies of G and of 
copies of Z(pOO) for various primes p. 

Proof. It is easy to see that tD is divisible, so that D = tV E9 V, where V ~ 
D/tD. Now V is torsion-free and divisible, so it is a vector space over G, by 
Example 10.8; by Theorem 10.5, V is a direct sum of copies of G. 

For every prime p, the p-primary component G of tD is divisible (it is a 
summand ofa divisible group). Let r = dim G[p] (as a vector space over Zp), 
and let H be the direct sum of r copies of Z(pOO). Now H is a p-primary 
divisible group with G[p] ~ H[p], and so G ~ H, by the lemma. • 

Notation. If D is a divisible group, let <5oo(D) = dimQ D/tD and let <5p (D) = 
dimz D[p]. 

p 

The proof of the next theorem is left as an exercise. 

Theorem 10.29. If D and D' are divisible groups, then D ~ D' if and only if 
<5oo(D) = <5oo(D') and, for all primes p, <5p (D) = <5p (D'). 

There is an analogy between theorems about free abelian groups and theo­
rems about divisible groups that may be formalized as follows. Given a com­
mutative diagram containing exact sequences, then its dual diagram is the 
diagram obtained from it by reversing all arrows. For example, the dual 
diagram of 0 --+ A --+ B is B --+ A --+ 0, and this leads one to say that "sub­
group" and "quotient group" are dual notions. The notion of short exact 
sequence is self-dual, Theorems 10.9 and 10.10 show that "direct sum" and 
"direct product" are dual, and the projective property is dual to the injective 
property (suggesting that free abelian groups are dual to divisible groups). 
The next result should be compared to Corollary 10.12. 

Theorem 10.30. Every group G can be imbedded in a divisible group. 

Proof. Write G = F/R, where F is free abelian. Now F = LZ, so that F :::; 
LG Gust imbed each copy of Z into G). Hence G = F/R = (LZ)/R:::; 
(L G)/R, and the last group is divisible, being a quotient of a divisible 

group. • 

The next result should be compared to Exercise 10.12. 

Corollary 10.31. A group G is divisible if and only if it is a direct summand of 
any group containing it. 
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Proof. Necessity is Corollary 10.24. For sufficiency, Theorem 10.30 sa~s th~t 
there is a divisible group D containing G as a subgroup. By hypothesIs, G IS 
a direct summand of D, and so G is divisible. • 

EXERCISES 

10.18. Show that the group G/tG in Theorem 10.2 is divisible. 

10.19. If 0 -+ A ---> B ---> C -+ 0 is an exact sequence and if A and C are reduced, then B 

is reduced. 

10.20. (i) If G is the group in Exercise 10.6, then G/<ao) is a direct sum of cyclic 
groups. 

(ii) Show that G is reduced. 

10.21. (i) Prove that OIl. ~ Lp Z(p"'). (Hint. Use Exercise 10.5.) 
(ii) Prove that (II)/Z)[nJ ~ Zn· 

10.22. Prove that a group D is divisible if and only if it has the injective property. 
(Hint. <n) ~ Z for all n ~ 1; extend homomorphisms <n) -+ D to homomor­
phisms 7L -+ D.) 

10.23. (i) A group G is divisible if and only if G = pG for all primes p. 
(ii) A p-primary group is divisible if and only if G = pG. (Hint. Use Exercise 

1.31.) 

10.24. If G and H are groups, prove that G ~ H if and only if dG ~ dH and G/dG ~ 
H/dH. 

10.25. The following conditions on a group G are equivalent: 
(i) G is divisible; 

(ii) Every nonzero quotient of G is infinite; and 
(iii) G has no maximal subgroups. 

10.26. If G and H are divisible groups each of which is isomorphic to a subgroup 
of the other, then G ~ H. Is this true if we drop the adjective "divisible"? 

10.27. If G and H are divisible groups for which G EB G ~ H EB H, then G ~ H. 

10.28. (i) Prove that the following groups are all isomorphic: [R/Z; the circle group 
T; TIp Z(p"'); [R EB (II)/Z); ex. 

(ii) Prove that t(C') ~ 1I)/7L. 

10.29. Prove that every countable abelian group G can be imbedded in L~l Db where 
D; ~ II) EB (II)/Z) for all i. 

10.30. (i) Every torsion-free group G can be imbedded in a vector space over 11). 

(Hint. Imbed G in a divisible group D, consider the natural map D -+ D/tD, 
and use Example 10.8.) 

(ii) If a maximal independent subset of a torsion-free group G has n elements, 
then G can be imbedded in a vector space over II) of dimension n. 

10.31. If A is a group and m E Z, define mA: A ---> A by af->ma. 

(i) Show that A is torsion-free if and only if mA is an injection for all m =I- O. 
(ii) Show that A is divisible if and only if mA is a surjection for every m =I- O. 

(iii) Show that A is a vector space over II) if and only if mA is an automorphism 
for every m =I- O. 
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Torsion Groups 

Torsion groups can be quite complicated, but there are two special classes of 
torsion groups that are quite manageable: divisible groups and direct sums of 
cyclic groups. We shall prove that every torsion group is an extension of a 
direct sum of cyclics by a divisible. The proof involves a special kind of 
subgroup that we now investigate. 

Definition. A subgroup S :s; G is a pure subgroup if, for every integer n, 

S (\ nG = nS. 

It is always true that S (\ nG ~ nS, and so it is only the reverse inclusion 
that is significant: if s E S (\ nG, then s EnS; that is, if s E Sand s = ng for 
some g E G, then there exists s' E S with s = ns'. 

EXAMPLE 10.9. Every direct summand is pure. 

Let G = A EEl B. If a E A and a = ng, then g = a' + b', for a' E A and b' E B. 
Now nb' = 0, for nb' = a - na' E A (\ B = O. Hence a = na' and A is pure. 

EXAMPLE 10.10. If S :s; G and GjS is torsion-free, then S is pure. 

If s = ng, then g + S E GjS has finite order; since GjS is torsion-free, 
g + S = S, and g E S. 

EXAMPLE 10.11. tG is a pure subgroup of G that may not be a direct summand 
ofG. 

By Theorem 10.1, G/tG is torsion-free, and so Example 10.10 shows that tG 
is pure. It follows from Theorem 10.2 that tG need not be a direct summand. 

Lemma 10.32. Let S be a pure subgroup of G, and let v: G -+ GjS be the natural 
map. If y E GjS, then there is x E G with v(x) = y such that x and y have the 

same order. 

Proof. Surjectivity of the natural map provides x E G with v(x) = y. If y has 
infinite order, then so does x. If y has finite order n, then v(nx) = nv(x) = 
ny = 0, so that nx E ker v = S. Since S is pure, there is s' E S with nx = ns'. If 
Z = x - s', then nz = 0 and v(z) = v(x - s') = y. But n divides the order of z, 
by Exercise 2.14, and so z has order n. • 

Lemma 10.33. Let T :s; G be pure. If T :s; S :s; G, then SjT is pure in GjT if 
and only if S is pure in G. 

Proof. Suppose that SjT is pure in GjT. Assume that s E Sand s = ng for 
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some g E G. In G/T, s = ng (where bar denotes coset mod T), and so there is 
Sf E S with s = nsf; that is, there is t E T with s = nsf + t. Thus t = neg - Sf), 
and the purity of T gives t f E T with ng - nsf = ntf. Hence s = ng = 

n(sf + tf). But Sf + t f E S, because T ::;; S, and so S is pure in G. 
Conversely, suppose that S is pure in G. If s E SIT and s = ng in G/T, then 

ng = s + t for some t E T Since T::;; S, we have s + t E S, and purity gives 
Sf E S with s + t = nsf. Therefore, s = nsf and SIT is pure. • 

Lemma 10.34. A p-primary group G that is not divisible contains a pure non­
zero cyclic subgroup. 

Proof. Assume first that there is x E G[p] that is divisible by pk but not by 
pk+1, and let x = pky. We let the reader prove that <y) is pure in G (Exercise 
1.31 shows that one need check only powers of p). 

We may, therefore, assume that every x E G[p] is divisible by every power 
of p. In this case, we prove by induction on k ~ 1 that if x E G and pkX = 0, 
then x is divisible by p. If k = 1, then x E G[p], and the result holds. If 
pk+1X = 0, then pkX E G[p], and so there is z E G with pk+1Z = pkX. Hence 
pk(pZ - x) = 0. By induction, there is WE G with pw = pz - x, and x = 
p(z - w), as desired. 

We have shown that G = pG, and so Exercise 1O.25(ii) gives G divisible, a 
contradiction. • 

Definition. A subset X of a group G is pure-independent if it is independent 
and <X) is a pure subgroup of G. 

Lemma 10.35. Let G be a p-primary group. If X is a maximal pure-independent 
subset of G (i.e., X is contained in no larger such), then G/<X) is divisible. 

Proof. If G/<X) is not divisible, then Lemma 10.34 shows that it contains a 
pure nonzero cyclic subgroup <y); by Lemma 10.32, we may assume that 
y E G and y E G/<X) have the same order (where yH y under the natural 
map). We claim that {X, y} is pure-independent. 

Now <X) ::;; <X, y) ::;; G, and <X, y)/<X) = 0) is pure in G/<X); by 
Lemma 10.32, <X, y) is pure in G. 

Suppose that my + Lmixi = 0, where Xi E X and m, mi E 7l... In G/<X), this 
equation becomes my = 0. But y and y have the same order, so that my = 0. 
Hence L mixi = 0, and independence of X gives mixi = ° for all i. Therefore 
{X, y} is independent, and by the preceding paragraph, it is pure-indepen­
dent, contradicting the maximality of X. • 

Definition. A subgroup B of a torsion group G is a basic subgroup if: 

(i) B is a direct sum of cyclic groups; 
(ii) B is a pure subgroup of G; and 
(iii) G/ B is divisible. 
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Theorem 10.36 (Kulikov, 1945). Every torsion group G has a basic subgroup, 
and so G is an extension of a direct sum of cyclic groups by a divisible group. 

Proof. Let G = L Gp be the primary decomposition of G. If Gp has a basic 
subgroup of Bp, then it is easy to see that L Bp is a basic subgroup of G. Thus, 
we may assume that Gis p-primary. 

If G is divisible, then B = 0 is a basic subgroup. If G is not divisible, then it 
contains a pure nonzero cyclic subgroup, by Lemma 10.34; that is, G does 
have pure-independent subsets. Since both purity and independence are pre­
served by ascending unions (see Exercise 1O.28(i)), Zorn's lemma applies to 
show that there is a maximal pure-independent subset X of G. But Lemmas 
10.6 and 10.33 show that B = <X) is a basic subgroup. • 

The following theorem was proved by H. Priifer in 1923 for G countable; 
the general case was proved by R. Baer in 1934. 

Corollary 10.37 (Priifer-Baer). If G is a group of bounded order (i.e., nG = 0 
for some n > 0), then G is a direct sum of cyclic groups. 

Remark. Were G nonabelian, we would say "G has finite exponent" instead 
of "G is of bounded order." 

Proof. By Theorem 10.28, a bounded divisible group must be O. Therefore, if 
B is a basic subgroup of G, then GjB = 0 and B = G. • 

Assume that G is a direct sum of p-primary cyclic groups. Let Bn be the 
direct sum of all those summands of order pn, if any, so that G = Bl EB 
B2 EB···. When G is finite, we proved (in Chapter 6) that dn = dim pnGjpn+1G 
is the number of cyclic summands of order ;;:0: pn+l, so that the number of 
cyclic summands of order precisely pn+l is just dn - dn+1. This formula 
does not generalize to infinite groups because one cannot subtract infinite 
cardinals. 

If G is an infinite direct sum of p-primary cyclic groups, it is still true that 
dn is the number of cyclic summands of order ;;:0: pn+l. How can we distin­
guish those elements in pnG coming from cyclic summands of order pn+1 from 
those cyclic summands of larger order? The elementary observation that a 
cyclic summand <a) has order pn+1 if and only if pna has order p suggests that 
we focus on elements of order p; that is, replace pnG by pnG n G[p]. 

Definition. If G is a p-primary group and n ;;:0: 0, then 

U {n, G} = dimzp (pnG n G[p])j(pn+1G n G[p]). 

Lemma 10.38. If G is a direct sum of p-primary cyclic groups, then U {n, G} is 
the number of cyclic summands of order pn+1. 
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Proof. Let Bn be the direct sum of all those cyclic summands of order pn, if 
any (in the given decomposition of G), so that G = Bl EB B2 EB ... EB Bk EB ... ; 
let bk be the number of summands in Bk (of course, bk may be 0). It is easy to 

see that 

and 
pnG = pnBn+1 EB ... EB pnBk EB··· . 

Hence, for all n ~ 0, 

pnG n G[p] = pnBn+l EB pn+l Bn+2 EB ... , 

and so 
(pnG n G[p])j(pn+1G n G[p]) ~ p"Bn+1· 

Therefore, U {n, G} = dim(pn Bn+1) = bn+1, as desired. • 

Theorem 10.39. If G and H are direct sums of p-primary cyclic groups, then 
G ~ H if and only if U {n, G} = U {n, H} for all n ~ o. 

Proof. The numbers U {n, G} depend only on G and not upon the decomposi­
tion. • 

Theorem 10.40. Any two basic subgroups of a p-primary group G are 
isomorphic. 

Proof. Let B be a basic subgroup of G. The number bn of cyclic summands of 
B of order pn is equal to the number of such summands of B/p"+1 B, and so it 
suffices to show that this latter quotient depends only on G. 

We claim, for every n ~ 1, that G = B + pnG. If g E G, then divisibility of 
G/B gives g + B = pnx + B for some x E G, so there is some bE B with g = 
b + pnx E B + pnG. It follows that 

G/pn+1G = (B + pn+1G)/pn+1G 

~ B/(B n pn+1G) 

= B/pn+l B, by purity. 

Therefore, B/pn+l B is independent of the choice of B. • 

An example is given in Exercise 10.41 below showing that the divisible 
quotient G/B, where B is a basic subgroup, is not determined by G. 

Here is a condition forcing a pure subgroup to be a summand. 

Corollary 10.41 (Prorer, 1923). A pure subgroup S of bounded order is a direct 
summand. 

Proof. Assume that S ~ G is pure and that nS = 0 for some n > O. Let 
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v: G --+ G/(S + nG) be the natural map. The group G/(S + nG) is of bounded 
order (it has exponent n) so that it is a direct sum of cyclic groups, by Corol­
lary 10.33. Write G/(S + nG) = Li <x;), where Xi has order ri; for each i, 
choose Xi E G with V(Xi) = Xi. Now 

where Si E Sand gi E G. But ri divides (the exponent) n, so that 

Si = ri(xi - (n/rJgJ 

Since S is pure, there is ti E S with Si = riti. Define 

Yi = Xi - ti· 

Now v(yJ = Xi and riYi = ngi. Let K be the subgroup generated by nG and 
all the Yi; we shall show that G = S EB K. 

(i) S" K = o. 
Let S E S "K; since S E K, S = L miYi + nh; since S E S, v(s) = O. Thus, 0 = 

Lmixi' and independence gives mixi = 0; hence, ri divides mi for all i. We 
have chosen Yi so that riYi EnG, hence miYi EnG. Therefore, S = I miYi + 
nh EnG. Since S is pure, there is Sf E S with S = nsf E nS = O. 

(ii) S + K = G. 
If g E G, then v(g) = Ilixi· Since v(IliYi) = Ilixi' we have g - I liYi E 

ker v = S + nG; say, g - IliYi = S + nh. Thus, g = s + (nh + IliYJ E 

S+K .• 

Corollary 10.42. If tG is of bounded order, then tG is a direct summand of G. 
In particular, tG is a direct summand when it is finite. 

Corollary 10.43. A torsion group G that is not divisible has a p-primary cyclic 
direct summand (for some prime p). 

Proof. Since G is not divisible, at least one of its primary components, say, Gp , 

is not divisible. By Lemma 10.34, Gp has a pure nonzero cyclic summand C, 
and C must be a summand of G, by the theorem. • 

Corollary 10.44. An indecomposable group G is either torsion or torsion-free. 

Proof. Assume that 0 < tG < G. Now tG is not divisible, lest it be a summand 
of G, so that Corollary 10.43 shows that G has a (cyclic) summand, contra­
dicting indecomposability. • 

Here are three lovely results (see Fuchs, Griffith, or Kaplansky for proofs). 
All countable torsion groups are classified by Ulm's Theorem (1933): if G is a 
p-primary group, there is a transfinite version of the numbers V {n, G} (the 
Vim invariants) with n varying over ordinal numbers, and two countable 
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torsion groups are isomorphic if and only if their respective primary com­
ponents have the same Ulm invariants. (There are uncountable p-primary 
groups having the same Ulm invariants which are not isomorphic; see Exer­
cise l0.39(ii) below.) A theorem of Priifer (1923) says that a countable p­
primary group G is a direct sum of cyclic groups if and only if n~=l pnG = 0 
(this is false for uncountable groups, as is shown in Exercise lO.39(iii) below). 
Kulikov (1941) has characterized direct sums of cyclic groups, and one conse­
quence of his criterion is that every subgroup of a direct sum of cyclic groups 
is another such. 

EXERCISES 

10.32. If G is torsion-free, then a subgroup S is pure if and only if GIS is torsion-free. 

10.33. (i) Given an example of an intersection of two pure subgroups of a group G 
not being pure (Hint: Take G = ?L2 E9 ?Ls·) 

(ii) Given an example in which the subgroup generated by two pure subgroups 
is not pure. (Hint. Look within a free abelian group ofrank 2.) 

10.34. (i) If G is torsion-free, then any intersection of pure subgroups is pure, and one 
can define the pure subgroup generated by a subset X (as the intersection of 
all the pure subgroups containing X). 

(ii) Let G be torsion-free, and let x E G. Show that the pure subgroup gener­
ated by x is: 

{g E G: mg E <x>}. 

(We have rediscovered the subgroup H in the proof of Theorem 10.19.) 

10.35. A pure subgroup of a divisible group is a direct summand. 

10.36. (i) Show that an ascending union of pure subgroups is always pure. 
(ii) Show that an ascending union of direct summands need not be a direct 

summand. (Hint. Consider DpeP ?L p.) 

10.37. (i) If G = t(D;:'=l ?Lpn), then G is an uncountable group with U {n, G} = 1 for 
all n ~ o. 

(ii) Show that Vim's theorem does not classify uncountable torsion groups. 
(Hint. t(D;:'=l ?Lpn) '* L;:'=l ?Lpn.) 

(iii) Prove that G = t(D;:'=l ?Lpn) is not a direct sum of cyclic groups. 

10.38. Prove that a torsion group is indecomposable if and only if it is isomorphic to 
a subgroup of ?L(pOO) for some prime p. 

10.39. Show that Dp?Lp is not a direct sum of (possibly infinitely many) indecom­
posable groups. 

10.40. (Kaplansky). In this exercise, G is an infinite group. 
(i) If every proper subgroup of G is finite, then G ;;;; ?L(pOO) for some prime p. 

(ii) If G is isomorphic to every proper subgroup, then G ;;;; ?L. 
(iii) If G is isomorphic to every nonzero quotient, then G ;;;; ?L(pOO). 
(iv) If every proper quotient is finite, then G ;;;; ?L. 



Subgroups of Q 331 

10.41. Let G = 2:::'=0 <an>' where an has order pn+!, and let B = <pal' an - pan+!, 
n ~ 1> s G. Show that B is a basic subgroup of G. As G is a basic subgroup of 
itself, conclude that the quotient G/B, where B is basic in G, is not an invariant 
ofG. 

Subgroups of Q 

The notion of rank can be generalized from free abelian groups to arbitrary 
torsion-free groups. 

Theorem 10.45. If G is a torsion-free group, then any two maximal independent 
sets in G have the same number of elements. If a maximal independent subset 
of G has r elements, then G is an additive subgroup of an r-dimensional vector 
space over Q. 

Proof. Let X be a maximal independent subset of G. By Exercise 10.30, G can 
be imbedded in a vector space W over Q; let V be the subspace of W spanned 
by G. If X spans V, then it is a basis of V; this will prove both statements in 
the theorem, for then all maximal independent subsets of G will have dim V 
elements. 

If v E V, then there is a finite sum v = I qigi, where qi E Q and gi E G; if b 
is the product of the denominators of the qi' then bv E G. By Exercise 10.3, 
maximality of X gives G/<X) torsion There is thus a nonzero integer m with 
mbv E <X); that is, mbv is a Z-linear combination of elements in X, and so v 
is a Q-linear combination of elements in X. • 

Definition. The rank of a torsion-free group G is the number of elements p(G) 
in a maximal independent subset. Define the rank p(G) of an arbitrary 
abelian group G to be p(G/tG). 

Theorem 10.45 shows that the rank is independent of the choice of maxi­
mal independent subset; when G is torsion-free, it characterizes p(G) as the 
(minimal) dimension of a vector space V over Q containing G. Thus, a tor­
sion-free group of finite rank is just a subgroup of a finite-dimensional vector 
space over Q; in particular, a torsion-free group of rank 1 is just a nonzero 
subgroup of the additive group of rational numbers Q. 

Here are three subgroups of Q. 

A: all rationals having squarefree denominators; 
B: all dyadic rationals; that is, all rationals of the form a/2k. 
c: all rationals whose decimal expansion is finite. 

No two of these groups are isomorphic. For example, A 't- B because B con­
tains a nonzero solution x to the system of equations 2kYk = x, while A does 
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not. One can also describe C as all rationals whose denominators are re­
stricted to be powers of 10, and the same reasoning shows that A i C and 
BiC. 

Definition. Let G be a torsion-free group and let x E G. If p is a prime, then 
the p-height of x, denoted by hp(x), is the highest power of p dividing x in G: 
more precisely, if p"g" = x is solvable in G for all n, then hp(x) = 00; if k is the 
largest integer n for which p"g = x is solvable in G, then hp(x) = k. 

Each nonzero x in a torsion-free group G determines its height sequence 
h(x) = (h 2(x), h3(x), ... , hp(x), ... ), which is a sequence of nonnegative inte­
gers and the symbol 00. For example, each of the groups 71., Q, A, B, and C 
contains x = 1; its height sequence in each group is: 

71.: (0,0,0, ... ); 

Q: (00,00,00, ... ); 

A: (1,1,1, ... ); 

B: (00,0,0,0, ... ); and 

C: (00,0,00,0,0,0, ... ). 

Different elements in the same group G of rank 1 may have different height 
sequences. For example, the height sequence of x = 168 = 23 .3.7 in each of 
the groups above is: 

71.: (3,1,0,1,0,0, ... ); 

Q: (00,00,00,00, ... ); 

A: (4,2,1,2,1,1,1, ... ); 

B: (00,1,0,1,0,0,0, ... ); and 

C: (00,1,00,1,0,0,0, ... ). 

We have been led to the following definitions. 

Definition. A characteristic is a sequence of nonnegative integers and the 
symbol 00. Two characteristics are equivalent if: 

(i) they have 00 in the same coordinates; and 
(ii) they differ in at most a finite number of (other) coordinates. 

An equivalence class of characteristics is called a type. 

Lemma 10.46. Let G be a torsion-free group of rank 1. If x, Y E G are nonzero, 
then their height sequences are equivalent. 

Proof. If Y = nx, where n = pi' ... p~t, then hp(x) = hp(Y) for all primes p -# 
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Pi' ... , Pro and hp,(Y) = ej + hp,(x) for i = 1, ... , t (we agree that 00 + k = 00). 

Thus, the result is true in this case. 
For the general case, note that if G is isomorphic to a subgroup of Q, then 

there are nonzero integers m and n with my = nx. Thus, the height sequences 
of y, my = nx, and x are all equivalent. • 

As a result of the lemma, one may define the type T( G) of a torsion-free 
group G of ral).k 1 as the equivalence class of the height sequence of any of its 
nonzero elements. 

Theorem 10.47. If G and G' are torsion-free groups of rank 1, then G 8:: G' if 
and only if T(G) = T(G'). 

Proof. If x E G and cp: G --. G' is a homomorphism, then hp(x) ::; hp(cp(x» for 
all primes p; if cp-i exists, then hp(cp(x» ::; hp(cp-i(cp(X))) = hp(x). Hence, if cp 
is an isomorphism and x E G, then:X and cp(x) have the same height sequence, 
so that T(G) = T(G'). 

For the converse, the hypothesis says that nonzero elements x E G and 
x' E G' have equivalent height sequences. Let P be the finite set of primes p 
for which hp(x) < hp(x'), and let Q be the finite set of primes for which 
hp(x) > hp(x') (of course, P or Q may be empty). For PEP, define ep = 
hix') - hp(x) (the definition of equivalence says that both hp(x) and hp(x') 
are finite); for q E Q, define fq = hp(x) - hp(x'). If m = TIpeP pep and n = 
TIq e Q qf., then it is easy to see that mx and nx' have the same height 
sequence. 

Let us now assume that both G and G' are subgroups of Q containing 
elements y and y', respectively, having the same height sequence; let y = alb 
and y' = a'/b'. The subgroup (b/a)G of Q is isomorphic to G, and the sub­
group (b'/a')G' is isomorphic to G'. Replacing G by (b/a)G and G' by (b'/a')G', 
we may assume that 1 lies in both G and G' and that it has the same height 
sequence in each group. But it is now an easy exercise that G = G'. • 

There is an existence theorem complementing the uniqueness theorem just 

proved. 

Theorem 10.48. For every type T, there exists a torsion-free group G of rank 1 

with T(G) = T. 

Proof. If (k2' k3' ... , kp, ... ) is a characteristic in T, define G as the subgroup 
of Q generated by all rationals of the form 1lpe, where e ::; kp if kp is finite, 
and e is any positive integer if kp = 00. It is easy to see that the height 
sequence of 1 EGis the given characteristic. • 

Torsion-free groups of rank;;?: 2 are not classified (though there do exist 
several kinds of description of them). After L. Fuchs (1971) showed that there 
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are indecomposable groups of all ranks r, where r is smaller than the first 
strongly inaccessible cardinal (should such exist), S. Shelah (1974) showed 
that in dec om po sables of every rank r exist. 

There are groups of infinite rank that are not direct sums of indecomposable 
groups. Every group of finite rank is either indecomposable or a direct sum 
of indecomposables; if all the summands have rank 1, then R. Baer (1937) 
showed that the summands are unique to isomorphism; otherwise, the sum­
mands need not be unique; indeed, not even the ranks of the summands are 
determined. B. Jonsson (1957) introduced the notion of quasi-isomorphism2 : 

two torsion-free groups of finite rank are quasi-isomorphic if each is iso­
morphic to a subgroup of the other having finite index. There is a corre­
sponding notion of indecomposable: a group is strongly indecomposable if it 
is not quasi-isomorphic to a direct sum of two nonzero groups. He proved 
that every torsion-free group of finite rank is quasi-isomorphic to a direct 
sum of strongly indecomposable summands and that these summands are 
unique in the sense of the Krull-Schmidt theorem. 

Definition. If G is an abelian group, then its endomorphism ring End( G) is the 
set of all endomorphisms of G with composition as multiplication and point­
wise addition (if qJ, tjJ E End(G), then qJ + tjJ: g ~ qJ(g) + tjJ(g)). 

There is a remarkable theorem of A.L.S. Corner (1963). Let Rbe a 
countable ring whose additive group is torsion-free and reduced; then there 
exists a countable group G, which is also torsion-free and reduced, with 
End(G) ~ R. In the proof of the Krull-Schmidt theorem, we saw a close 
connection between decompositions of a group and endomorphisms, and 
one can thus use Corner's theorem to produce strange examples of torsion­
free groups from pathological rings. For example, there are nonisomorphic 
countable torsion-free groups, each isomorphic to a direct summand of the 
other; there is a countable torsion-free group which has no indecomposable 
direct summands. 

EXERCISES 

10.42. If G is torsion-free of rank 1 and x EGis nonzero, then GI<x) is torsion. 
Describe GI<x) in terms of the height sequence of x. (Hint. GI<x) :os; 11)/1'.) 

10.43. If A and B are subgroups of 11), show that there is an exact sequence 0---> 
A n B ..... A EB B ..... A + B ..... O. 

10.44. If G is a subring of 11), then G is also a torsion-free group of rank 1. Show that 
the height sequence of 1 consists of O's and oo's. 

2 In his dissertation submitted in 1914 (which was not well known because of World War I), 
F.W. Levi defined the characteristic of an element in a torsion-free group, classified the sub­
groups of Q, introduced quasi-isomorphism, and gave the first examples of torsion-free groups 
having different direct sum decompositions into indecomposables. 
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10.45. (i) Show that if cp: I\) --> I\) is a (group) homomorphism, then there exists q E I\) 

with cp(x) = qx for all x E 1\). 

(ii) If G and G' are subgroups of I\) and if cp: G --> G' is a homomorphism, then 
there is q E I\) with cp(x) = qx for all x E G. (Hint. Use the injective property 
of 1\).) 

10.46. If G is torsion-free of rank 1 and type r, prove that End(G) is a subring of I\) 
and find its type. 

10.47. If Rand S are subrings of 1\), then R ~ S as rings if and only if R ~ S as abelian 
groups (by definition, both Rand S contain 1). Conclude that there are un­
countably many nonisomorphic subrings of 1\). 

10.48. Give an example of nonisomorphic torsion-free groups of rank 1 having iso­
morphic endomorphism rings. 

10.49. Let A denote the dyadic rationals and let B denote the triadic rationals: 

B = {q E 1\): q = a/3 k, a E Z and k :2: O}. 

Let G be the subgroup of I\) EB I\) generated by 

{(a, 0): a E A} u {(O, b): b E B} u {CL!)}. 

Prove that G is an indecomposable group of rank 2. 

10.50. (i) Use Theorem 10.45 to show that p(A) = dim(V), where V is a vector space 
over I\) of smallest dimension containing A/tA. 

(ii) If 0 --> A --> B --> C --> 0 is an exact sequence of abelian groups, prove that 
p(B) = p(A) + p(C). 

Character Groups 

In Chapter 1, we raised the twin questions of describing groups and of de­
scribing homomorphisms, and we now focus on the latter. 

Definition. Let d denote the class of all abelian groups. A function T: d ..... d 
is a covariant (additive)functor if, for every homomorphism <p: A ..... B, there 
is a homomorphism T(<p): T(A) ..... T(B) such that: 

(i) T(IA) = IT(A); 
(ii) if 8: B ..... C, then T(8<p) = T(8)T(<p); and 
(iii) if ljI: A ..... B, then T(<p + ljI) = T(<p) + T(ljI). 

EXAMPLE 10.12. If G and A are abelian groups, then 

Hom(G, A) = {homomorphisms <p: G ..... A}; 

Hom(G, A) is an abelian group under pointwise addition: if <p, ljI E Hom(G, A), 
then <p + ljI: g 1-+ <p(g) + ljI(g). (If A = G, then Hom( G, G) is just the additive 
group of the endomorphism ring End(G).) 
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If G is a fixed group, define T: d ~ d by 

T{A) = Hom{G, A); 

if <p: A ~ B, define T{<p): Hom{G, A) ~ Hom{G, B) by a.~ <pa., where a. E 

Hom{G, A). The reader should verify that T is a covariant functor. 

EXAMPLE 10.13. The identity functor J: d -+ d, defined by J{A) = A and 
J{<p) = <p, is a covariant functor. 

EXAMPLE 10.14. The torsion subgroup defines a covariant functor t: d ~ d. 
Define t{A) to be the torsion subgroup tA, and if <p: A ~ B, then define 
t{<p) = <pItA. 

In a similar way, the maximal divisible subgroup defines a covariant 
functor d: d ~ d. 

Definition. A function S: d ~ d is a contravariant (additive) functor if, for 
every homomorphism <p: A -+ B, there is a homomorphism S{<p): S{B) ~ S{A) 
such that: 

(i) S{lA ) = l s(A); 

(ii) if (J: B ~ C, then S{(J<p) = S{<p)S{(J); and 
(iii) if 1/1: A ~ B, then S{<p + 1/1) = S{<p) + S{I/I). 

Note that contravariant functors reverse the direction of arrows. 

EXAMPLE 10.15. If G is a fixed group, define S: d ~ d by 

S{A) = Hom{A, G); 

if <p: A ~ B, define S{<p): Hom{B, G) ~ Hom{A, G) by /3 ~ /3<p, where /3 E 

Hom{B, G). The reader can verify ~hat S is a contravariant functor. 

To see how functors behave, one must recast definitions in a form recog­
nizable by them. For example, instead of saying that an isomorphism is a 
homomorphism <p: A ~ B that is an injection and a surjection, one should 
say instead that it is a homomorphism for which there exists (J: B ~ A such 
that 

and 

We can now see that if <p is an isomorphism and T is a functor (contra or co), 
then T{<p) is also an isomorphism: just apply T to the pair of equations above. 

Definition. A covariant functor T is left exact if exactness of (*): 0 ~ A ~ 
B .!!. C implies exactness of 

o ~ T{A) ~ T{B) T(P), T{C); 

a contravariant functor S is left exact if exactness of (**): A ~ B .!!. C ~ 0 
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implies exactness of 

0--+ S(C) ~ S(B) ~ S(A). 

There are also right exact functors in Homological Algebra. 

Theorem 10.49. If G is a group, then S = Hom( , G) and T = Hom(G, ) are 
left exact functors. 

Proof. We shall prove that S is left exact; the reader may prove that T is left 
exact. 

We must show exactness of 

0--+ Hom(C, G) ~ Hom(B, G) ~ Hom(A, G); 

that is, we must show that S(f3) is injective, im S(f3) ~ ker S(IX), and 
ker S(IX) ~ im S(f3). 

(i) ker S(f3) = O. 
If f: C --+ G and S(f3)f = ff3 = 0, then f annihilates im f3; as f3 is surjective, 

im f3 = C and f = O. 
(ii) im S(f3) ~ ker S(IX). 
If f: C --+ G, then S(IX)S(f3)f = ff31X = 0 because f31X = O. 
(iii) ker S(IX) ~ im S(f3). 
Suppose that g: B --+ G and S(IX) = glX = 0, so that g annihilates im IX. De­

fine g #: C --+ G by g #(c) = g(b), where f3(b) = c (f3 is surjective). Now g # is 
well defined: if f3(b ' ) = c, then b - b' E ker f3 = im IX; that is, b - b' = lXa, and 
so g(b - b') = glX(a) = O. But S(f3)g# = g#f3 = g, for if bE Band f3(b) = c, 
then g#f3(b) = g#(c) = g(b). • 

Here is the answer to the question when" --+ 0" occurs at the right end of 
the functored sequence. 

Theorem 10.50. A group G is free abelian if and only if, for every exact se­
quence 0 --+ A ~ B .!!... C --+ 0, there is an exact sequence 

T(a) T«(J) ) 0 0--+ Hom(G, A) ~ Hom(G, B) ~ Hom(G, C --+ . 

Proof. Assume that G is free abelian. To prove that T(f3) is surjective, we 
must show that if g E Hom(G, C), there is f E Hom(G, B) with T(f3)f = g; 
that is, f3f = g. Let us draw a diagram. 

/G 

>// j. 
,(' 

B ------+ C ------+ O. 
(J 
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The projective property of G (Theorem 10.15) gives the existence of f (indeed, 
this is how the projective property was born). 

Conversely, a similar argument shows that a group G for which T(f3) 
is always surjective must have the projective property. But Exercise 10.10 
shows that such a group must be free abelian. • 

Theorem 10.51. A group G is divisible if and only if, for every exact sequence 
o ---+ A ~ B .!!.. C ---+ 0, there is an exact sequence 

o ---+ Hom( C, G) ~ Hom(B, G) ~ Hom(A, G) ---+ O. 

Proof. Use the injective property and Exercise 10.22. • 

Theorem 10.52. Given a group G and a family of groups {A/ j E J}, then 

Hom (L Aj, G) ~ n Hom(Aj, G). 
jEJ jEJ 

Proof. For each jo E J, let ijo <=-+ LjEJ Aj be the inclusion. Define 
fJ: Hom(L Aj, G) ---+ n Hom(Aj, G) by f f--+ (fij). Define a map ljJ in the reverse 
direction by (fj) f--+ f, where f is the unique map L Aj ---+ G for which fij = 

fj for all j (Theorem 10.10). The reader may check that fJ and ljJ are 
inverses. • 

If the index set J is finite, then the functor Hom( , G) sends the finite direct 
sum LJ=l Aj into the direct sum LJ=l Aj Hom(Aj' G); that is, 

Hom C~ Aj, G ) ~ j~ Hom(Aj, G). 

Theorem 10.53. Given a group G and a family of groups {Aj: j E J}, then 

Hom(G, n Aj) ~ n Hom(G, AJ 
jEJ jEJ 

Proof. For each jo E J, let Pjo: n Aj ---+ Aj be the projection onto the joth 
coordinate. An argument similar to that of Theorem 10.52, using Theorem 
10.11, shows that the map fJ: Hom(G, n AJ ---+ n Hom(G, AJ, defined by 
ff--+ (pJ), is an isomorphism. • 

If the index set J is finite, then the functor Hom(G, ) sends the (finite) direct 
sum LJ=l Aj into the direction sum LJ=l Hom(G, Aj); that is, 

Hom ( G, j~ Aj) ~ jt
1 

Hom(G, Aj). 
If m is an integer and A is a group, let mA: A ---+ A be multiplication by m; 

that is, mA: a f--+ mao Note that mA = 1A + ... + 1A (m addends) if m > O. 
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Theorem 10.54. If mE 7L and mA: A --+ A is multiplication by m, then 
T(mA): T(A) --+ T(A) is also multiplication by m. 

Proof. By Exercise 10.51 below, the result is true when m = O. If m > 0, then 

T(mA) = T(lA + ... + 1A) 

= T(lA) + ... + T(lA) 

= 1T (A) + ... + 1T (A) 

= mT(A)· 

The reader may easily see that T( -lA) = -I T (A), so that the result is true for 
all m E 7L. • 

EXAMPLE 10.16. For every group G, Hom(G, Q) is torsion-free divisible, and 
hence it is a vector space over Q. 

By Exercise 10.31, H = Hom(G, Q) is torsion-free divisible if and only if 
mH is an automorphism for all m ¥- O. Thus, the result follows from Theorem 
10.54. 

The same argument shows that Hom(Q, G) is also a vector space over Q. 

EXAMPLE 10.17. Hom(7L, G) ~ G for every group G. 

It is easy to see that fH f(l) is an isomorphism. 

EXAMPLE 10.18. For every group G, 

Hom(7Ln, G) ~ G[n] = {g E G: ng = O}. 

Apply the (contravariant) functor S = Hom( , G) to the exact sequence 
o --+ Z ~ Z --+ Zn --+ 0, where the first map is multiplication by n, to obtain the 
exact sequence 

o --+ Hom(7Ln' G) --+ Hom(7L, G) ~ Hom(7L, G). 

Thus Hom(7Ln, G) ~ ker S(n). But there is a commutative diagram 

Hom(7L, G) ~ Hom(7L, G) 

j j 
G --;;--+ G, 

where the downward arrows are the isomorphisms of Example 10.17. It fol­
lows easily that ker S(n) ~ ker n = G[n]. 



340 10. Abelian Groups 

Definition. If G is a group, its character group G* is 

G* = Hom(G, O/d:). 

The next lemma shows, when G is finite, that this definition coincides with 
our earlier definition of character group in Chapter 7. 

Lemma 10.55. If G is finite, then G* ~ Hom(G, eX). 

Proof. By Exercise 10.28(ii), the torsion subgroup t(e X) ~ O/d:. Therefore, 
e X ~ (O/d:) $ D, where D is torsion-free divisible. Hence, Hom(G, e X) ~ 
Hom(G, O/d:) EB Hom(G, D) ~ Hom(G, O/d:), for Hom(G, D) = 0 because G 
is finite. • 

Remark. There is another common definition of character group: G = 

Hom(G, T). Since T ~ ex, by Exercise 10.28(i), we see that G ~ G*. The 
character groups G arise in Pontrjagin duality, where G is assumed to be a 
locally compact abelian topological group and G is the group of all continu­
ous homomorphisms (when G is a discrete group, then every homomorphism 
is continuous). 

The following properties of character groups were used in our discussion 
of the Schur multiplier in Chapter 7. 

Theorem 10.56. If G is finite, then G ~ G*. 

Proof. If G ~ d:., then Example 10.18 gives G* ~ (O/d:)[nJ ~ d:. (Exercise 
10.21 (ii)), as desired. By the basis theorem, G = L C;, where C; is finite cyclic, 
so that Theorem 10.52 gives G* ~ L(C;)* ~ L C; = G. • 

Let us now solve Exercise 6.13. 

Theorem 10.57. If G is a finite abelian group and S ~ G, then G contains a 
subgroup isomorphic to G/S. 

Proof. There is an exact sequence 0 -+ S -+ G -+ G/S -+ O. Since O/d: is divisi­
ble, Theorem 10.51 gives an exact sequence 

0-+ (G/S)* -+ G* -+ S* -+ O. 

Hence G/S ~ (G/S)* is isomorphic to a subgroup of G* ~ G. • 

Theorem 10.58. Let G be an abelian group, let a E G, and let S be a subgroup 
of G with a ¢ S. If D is a divisible group with O/d: ~ D, then there exists 
cp: G -+ D with cp(S) = 0 and cp(a) #- O. 

Remark. The important cases are D = Q/d: and D = T ~ ex. 
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Proof. If [aJ = a + S E GIS, then there is a homomorphism t/J: <[aJ) -+ D 
with t/J([aJ) #- 0: if[aJ has finite order n, define t/J([aJ) = lin + Z E Q/Z ::; D; 
if [aJ has infinite order, define t/J([aJ) = 1 + Z. By the injective property of D, 
t/J extends to a homomorphism '1': GIS -+ D. If qJ: G -+ D is defined to be 'I'v, 
where v: G -+ GIS is the natural map, then qJ(S) = 0 and qJ(a) = 'I'([aJ) #­
o .• 

If G is finite, then we know that G ~ G* ~ (G*)*; let us denote the latter 
group, the "double dual," by G**. We now exhibit a specific isomorphism. 

Definition. Let G be a group. For each x E G, define a homomorphism 
Ex: G* -+ Q/Z by Ex(qJ) = qJ(x); thus, Ex E G**. The evaluation map 
E: G -+ G** is defined by x 1-+ Ex. 

Theorem 10.59. For every group G, the evaluation map E: G -+ G** is an injec­
tion; if G is finite, then E is an isomorphism. 

Proof. If x E ker E, then EAqJ) = qJ(x) = 0 for all qJ E G*; by Theorem 10.58, 
x = 0, and so E is an injection. If G is finite, then G** ~ G, by Theorem 10.56, 
so that IG**I = IGI and E is an isomorphism. • 

EXERCISES 

10.51. Show that if T is an (additive) functor, then T(O) = 0, where 0 denotes either 
the trivial group 0 or the (constant) map which sends every element into O. 

10.52. Prove that Hom(A, B) = 0 in the following cases: 
(i) A is torsion and B is torsion-free; 

(ii) A is divisible and B is reduced; 
(iii) A is p-primary and B is q-primary, where p =f. q. 

10.53. (i) Show that A is reduced if and only if Hom(lI), A) = o. 
(ii) Use Theorem 10.50 to show that if 0 -+ A -+ B -+ C -+ 0 is exact and A and 

C are reduced, then B is reduced. 

10.54. If G is finite and S ::;; G, define 

S1. = {f E G*: f(s) = 0 for all s E S}. 

(i) Show that S1. is a subgroup of G* and that S1. ~ (G/S)*. 
(ii) If G is a finite group of order n and if k is a divisor of n, then G has the same 

number of subgroups of order n as of index n. (Hint: The function S H S1. 
is a bijection.) 

10.55. Here are examples related to Theorems 10.52 and 10.53. Let P denote the set 
of all primes. 

(i) Prove that Hom(OPEP 7i.P' 11)) =f. o. Conclude that Hom(O 7i.P' 11)) is iso­
morphic to neither L Hom(7i.p , 11)) nor 0 Hom(7i.p , 11)). 
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(ii) If G=LPEPZp, then Hom(G,LpEPZp) and LHom(G,Zp) are not 
isomorphic. 

(iii) Hom(Z, LPEP Zp) and f1 Hom(Z, Zp) are not isomorphic. 

10.56. Let f: A --> B be a homomorphism. Show that f*: B* --> A* is a surjection 
(where A * = Hom(A, OjZ) and f*: cp I-> cpf for every cp E B*) if and only if f is 
an injection; show that f*: B* --> A* is an injection if and only if f is a sur­
jection. Conclude that f* is an isomorphism if and only iff is an isomorphism. 

10.57. Consider the commutative diagram of not necessarily abelian groups in which 
the rows are exact sequences (thus, the kernels are assumed to be normal 
subgroups): 

------+ K ~U 
v 

Q ------+ ------+ 

'j .j j " 
------+ L ~V ~ Q ------+ 1. ------+ 

Show that if P is an isomorphism, then rx is an isomorphism. 



CHAPTER 11 

Free Groups and Free Products 

Generators and Relations 

The notion of generators and relations can be extended from abelian groups 
to arbitrary groups once we have a nonabelian analogue of free abelian 
groups. We use the property appearing in Theorem 10.11 as our starting 
point. 

Definition. If X is a subset of a group F, then F is a free group with basis X 
if, for every group G and every function f: X --+ G, there exists a unique 
homomorphism cp: F --+ G extending f 

F 
" J "":, 
X~G. 

We shall see later that X must generate F. 
Observe that a basis in a free group behaves precisely as does a basis 

B = {Vl' ... , vm } of a finite-dimensional vector space V. The theorem oflinear 
algebra showing that matrices correspond to linear transformations rests on 
the fact that if W is any vector space and Wl, ... , Wm E W, then there exists a 
unique linear transformation T: V --+ W with T(v;) = Wi for all i. 

The following construction will be used in proving that free groups exist. 
Let X be a set and let X-1 be a set, disjoint from X, for which there is a 
bijection X --+ X-l , which we denote by x H x- l . Let X' be a singleton set 
disjoint from Xu X-1 whose only element is denoted by 1. If x E X, then Xl 

may denote x and XO may denote 1. 
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Definition. A word on X is a sequence w = (al' a2'· . . ), where 
a. E X U X-l U {1} for all i, such that all ai = 1 from some point on; that is, 
there is an integer n ~ 0 with ai = 1 for all i > n. In particular, the constant 

sequence 

(1,1,1, ... ) 

is a word, called the empty word, and it is also denoted by 1. 

Since words contain only a finite number of letters before they become 
constant, we use the more suggestive notation for nonempty words: 

w = xi' x~' ... x~n, 

where Xi E X, Bi = + 1, -1, or 0, and Bn = ± 1. Observe that this spelling of a 
word is unique: two sequences (ai) and (bi) are equal if and only if ai = bi for 
all i. The length of the empty word is defined to be 0; the length of w = 
xi' X~2 ... x~n is defined to be n. 

Definition. If w = xi' ... x~n is a word, then its inverse is the word w- l = 
x;;Bn ... x1E1. 

Definition. A word w on X is reduced if either w is empty or w = xi' x~' ... x~n, 
where all Xi E X, all Bi = ± 1, and x and x-l are never adjacent. 

The empty word is reduced, and the inverse of a reduced word is reduced. 

Definition. A sub word of w = xi' Xi2 ... x~n is either the empty word or a word 
of the form v = Xfi ... Xp, where 1 ~ i ~j ~ n. 

Thus, v is a subword of w if there are (possibly empty) subwords Wi and w" 
with w = Wi vw". A nonempty word w is reduced if and only if it contains no 
subwords of the form x'x-' or xo. 

There is a multiplication of words: if w = xi' Xi2 ... x~n and u = Yf' y~2 ... y!m, 
then wu = xi' xi' ... x~nYf' y~2 ... y!m. This multiplication does not define a 
product on the set of all reduced words on X because wu need not be reduced 
(even when both wand u are). One can define a new multiplication of reduced 
words wand u as the reduced word obtained from wu after cancellations. 
More precisely, there is a (possibly empty) subword v of w with w = Wi v 
such that v- l is a subword of u with u = V-1U" and such that w'u" is reduced. 
Define a product of reduced words, called juxtaposition, by 

wu = w'u". 

Theorem 11.1. Given a set X, there exists a free group F with basis X. 

Proof. Let F be the set of all the reduced words on X. One can show that F 
is a group under juxtaposition, but verifying associativity involves tedious 
case analyses. Instead, we use the van der Waerden trick (1945). 
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For each x E X, consider the functions Ixl: F --+ F and Ix-11: F --+ F, defined 
as follows: for e = ± 1, 

Since Ix"1 0 Ix-"I and Ix-"I 0 Ix"1 are both equal to the identity IF: F --+ F, it 
follows that Ix"1 is a permutation of F with inverse Ix-"I. Let SF be the sym­
metric group on F, and let ff be the subgroup of SF generated by [X] = 
{Ixl: x E X}. We claim that ff is a free group with basis [Xl Note that there 
is a bijection (: [X] --+ X, namely, Ixl f-+ x. 

An arbitrary element g E ff (other than the identity) has a factorization 

(*) g = IX~'1 0 IX221 0'" 0 Ix!"I, 
where ei = ± 1 and Ix"1 and Ix-"I are never adjacent (or we can cancel). Such 
a factorization of g is unique, for g(l) = X~'X22 .•. X~", and we have already 
noted that the spelling of a (reduced) word is unique. 

To see that ff is free with basis [X], assume that G is a group and that 
f: [X] --+ G is a function. Since the factorization (*) is unique, the function 
q>: ff --+ G, given by q>(IX~'1 0 IX221 0 ••• 0 Ix~"1) =f(lx~'I)f(lx221) .. .f(lx~"I), is 
well defined and extends f. Since [X] generates ff, it suffices to show that q> 
is a homomorphism, for uniqueness of q> would then follow from the fact that 
two homomorphisms agreeing on a generating set must be equal. 

Let wand u be reduced words on [Xl It is obvious that q>(w 0 u) = 
q>(w)q>(u) whenever the word wu (obtained from W 0 u by deleting vertical 
bars) is reduced. Write W = W' 0 v and u = v-1 0 u ff , as in the defini­
tion of juxtaposition. Now q>(w) = q>(w')q>(v) and q>(u) = q>(v-1 )q>(u ff

) = 
q>(vfl q>(u ff ) (because w' 0 v and v-1 0 uff are reduced). Therefore, q>(w)q>(u) = 
q>(w')q>(v)q>(vflq>(u ff ) = q>(w')q>(u ff ). On the other hand, q>(w 0 u) = q>(w' 0 uff

) 

= q>(w')q>(u ff ) (because w' 0 uff is reduced), and so q> is a homomorphism. 
We have shown that ff is a free group with basis [Xl Since (: ff --+ F, 

defined by IX~'1 0 IX221 0 .,. 0 Ix!"1 f-+ X~' X22 ... x!", is a bijection with (([X]) = 
(([X]) = X, Exercise 1.44 shows that we may regard F as a group isomor­
phic to ff; thus, F is a free group with basis X (moreover, X generates F 
because [X] generates ff). • 

Corollary 11.2. Every group G is a quotient of a free group. 

Proof. Construct a set X = {xg : g E G} so that f: Xg f-+ g is a bijection X --+ G. 
If F is free with basis X, then there is a homomorphism q>: F --+ G extending 
f, and q> is a surjection because f is. Therefore, G ~ Flker q>. • 

Definition. Let X be a set and let d be a family of words on X. A group G has 
generators X and relations d if G ~ FIR, where F is the free group with basis 
X and R is the normal subgroup of F generated by~. The ordered pair (Xld) 
is called a presentation of G. 
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A relation 1 r E L\ is often written as r = 1 to convey its significance in the 
quotient group G being presented. 

There are two reasons forcing us to define R as the normal subgroup of F 
generated by L\: if r E L\ and W E F, then r = 1 in G implies wrw-1 = 1 in G; 
we wish to form a quotient group. 

EXAMPLE 11.1. G = 71.6 has generator x and relation x 6 = 1. 

A free group F = (x) on one generator is infinite cyclic, and (x)/(x6) ~ 
71.6. A presentation of G is (xlx6). 

EXAMPLE 11.2. Another presentation of G = 71.6 is 

71. ( I 3 - 1 2 - 1 -1 -1 - 1) 6 = x, Y x - ,y - ,xyx y - . 

When we described a presentation of 71.6 as an abelian group in Example 
10.2 (i.e., when we viewed 71.6 as a quotient of a free abelian group), the only 
relations were x 3 and y2. Now we must also have the commutator as a 
relation to force the images of x and y to commute in FIR. 

EXAMPLE 11.3. The dihedral group D2n has a presentation 

D2n = (x, ylxn = 1, y2 = 1, yxy = x-1 ). 

It is acceptable to write a relation as yxy = x-1 instead of xyxy = 1. In 
particular, compare the presentation of D6 with that of 71.6 in Example 11.2. 

We have passed over a point needing more discussion. By definition, D2n is 
a group of order 2n having generators Sand T satisfying the given relations. 
If G = FIR, where F is the free group with basis {x, y} and R is the normal 
subgroup generated by {xn, yn, xyxy}, does G have order 2n? We have seen 
various concrete versions of D2n; for example, Theorem 3.31 displays it as the 
symmetry group of a regular n-gon. The definition of free group gives a 
surjective homomorphism cp: F -+ D2n with cp(x) = Sand cp(y) = T. More­
over, R :s; ker cp, because Sand T satisfy the relations, so that the third 
isomorphism theorem gives a surjection FIR -+ Flker cp; that is, there is a 
surjection2 G = FIR -+ D2n. Hence, IGI ~ 2n. The reverse inequality also 

, Many authors use the words "relation" and "relator" interchangeably. 

2 w. von Dyck (1882) invented free groups and used them to give the first precise definition of 
presentations. The version of the third isomorphism theorem used here is often called von Dyck's 
Theorem: Let G have a presentation 

G = (x" ... , xnlrj(x" ... , xn),j E J) 

so that G = FIR, where F is the free group with basis {x" ... , xn} and R is the normal subgroup 
generated by the rj • If H is a group with H = <y" ... , Yn> and if rj(y" ... , Yn) = 1 for alIj, then 
there is a surjective homomorphism G -+ H with Xi H Yi for all i. 
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holds, for each element in G has a factorization Xi yi R with 0 ~ i < nand 
o ~j < 2. Thus, IGI = 2n, and we are now entitled to write G ;;;: D2n . 

A description of a group by generators and relations is flawed in that the 
order of the presented group is difficult to determine. This is not a minor 
difficulty, for we shall see in the next chapter that it is even an unsolvable 
problem (in the logicians' precise sense) to determine, from an arbitrary 
presentation, the order of the presented group. Indeed, it is an unsolvable 
problem to determine whether a presentation defines a group of order 1. The 
reader should also see the next section on coset enumeration. 

Let us continue the list of examples. 

EXAMPLE 11.4. The group of quaternions has presentations 

Q = (a, bla4 = 1, b2 = a2, bab-1 = a-1 ) 

and 
Q = (x, ylxyx = y, x2 = y2). 

In each case, an argument is needed to show that the presented group has 
order 8. 

EXAMPLE 11.5. Given positive integers 1, m, and n, define 

P(l, m, n) = (s, tlsl = t m = (st)n = 1). 

Example 11.3 shows that P(n, 2, 2) = D2n and, using Exercise 3.52, one can 
show that P(2, 3, 3) ;;;: A4, P(2, 3, 4) ;;;: S4, and P(2, 3, 5) ;;;: As. These groups 
are called polyhedral groups, and they are finite only in the cases just listed 
(see Coxeter-Moser). 

EXAMPLE 11.6. The braid group Bm has the presentation 

[O'i,O'jl=lifli-jl~2 and l~i,j~n-l; 

O'iO'i+10'i = O'i+10'iO'i+l for I ~ i ~ n - 2. 

Braid groups were introduced by E. Artin (1925) and are related to knot 
theory. 

EXAMPLE 11.7. A free abelian group G with basis X has presentation 

G = (Xlxyx-1 y-l = 1 for all x, y EX); 

a free group F with basis X has presentation 

F = (XI 0)· 

Having proved that free groups exist, let us now consider their uniqueness; 
that is, when are two free groups isomorphic. 

Lemma 11.3. If F is a free group with basis X, then F I F' is a free abelian group 
with basis X, = {xF': x EX}. 



348 11. Free Groups and Free Products 

Proof. Assume that A is an abelian group and that f: X # ~ A is a function. 
Define f#: X ~ A by x ~ f(xF'). Since F is free with basis X, there is a 
homomorphism cp: F ~ A extendingf#. But F' ::;; ker cp, because A is abelian, 
so that there is a homomorphism fp: F/F' ~A, defined by wF'~cp(w), 
extending f. 

We claim that the extension (/J is unique. Suppose that 0: F/F' ~ A and 
O(xF') = f(xF'). If v: F ~ F/F' is the natural map, then Ov: F ~ A is a 
homomorphism with Ov(x) = O(xF') = f(xF') = cp(x) for all x E X. Since X is 
a basis of F, Ov = cp = {/Jv; since v is surjective, 0 = {/J. Therefore, F/F' is free 
abelian with basis X#. • 

Theorem 11.4. Let F and G be free groups with bases X and Y, respectively. 
Then F ~ G if and only if IXI = I YI. 

Proof. If cp: F ~ G is an isomorphism, then F/F' ~ G/G'. By the lemma, F/F' 
is free abelian with basis X # = {xF': x E X}. As IX # I = I X I, it follows that 
IXI = rank(F/F'). Similarly, I YI = rank(G/G'), and so IXI = I YI. by Theorem 
10.14. 

If IXI = I YI, there is a bijection f: X ~ Y which, upon composing with the 
inclusion Y y G, may be regarded as a function X ~ G. Since F is free with 
basis X, there is a unique homomorphism cp: F ~ G extending f. Similarly, 
there is a unique homomorphism t/!: G ~ F extending f- 1 : Y ~ X. The com­
posite t/!CP: F ~ F is a homomorphism which fixes X pointwise; that is, t/!cp 
extends the inclusion function l: X y F. But the identity IF also extends " 
and so uniqueness of extension gives t/!cp = IF' Similarly, cpt/! = IG, so that 
cp: F ~ G is an isomorphism. • 

Definition. The rank of a free group F is the number of elements in a basis 
ofF. 

Theorem 11.4 says that rank(F) does not depend on the choice of basis 
ofF. 

Corollary 11.5. If F is free with basis X, then F is generated by X. 

Proof. Choose a set Y with I YI = IXI and a bijection f: Y ~ X. The free 
group G with basis Y constructed in Theorem 11.1 (as the set of all reduced 
words on Y) is generated by Y. As in the proof of Theorem 11.4, the 
homomorphism t/!: G ~ F extending f is an isomorphism, so that G = (Y) 
implies F = (t/!(Y) = <f(Y) = <X). • 

Theorem 11.6 (Projective Property). Let /3: B ~ C be a surjective homomor­
phism. If F is free and if oc: F ~ C is a homomorphism, then there exists a 
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homomorphism y: F -+ B making the diagram below commute (i.e., f3y = (1): 

/F 

./'// \. 
B~C. 
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Proof. The proof is identical to that given for free abelian groups in Theorem 
10.15. • 

We shall see in Exercise 11.46 below that the converse of Theorem 11.6 is 
also true: a group G is free if and only if it has the projective property. 

Semigroup Interlude 

We are now going to construct free semigroups; the formal definition is no 
surprise. 

Definition. If X is a subset of a semigroup :I:, then :I: is a free semigroup with 
basis X if, for every semigroup S and every function f: X -+ S, there exists a 
unique homomorphism qJ: :I: -+ S extending f 

:I: , 

J "":, 
X ----;:--+ S. 

Defmition. A word w on X is positive if either w = 1 or w = xl' xi' ... x!", 
where all exponents 6i > O. 

The set :I: of all positive words on X is a free semigroup with basis X (the 
product of positive words is positive and, with no cancellation possible, it is 
easy to prove that multiplication is associative). It follows that every semi­
group is a homomorphic image of a free semigroup. Before defining presenta­
tions of semigroups, however, we first define quotients. 

Definition. A congruence on a semigroup S is an equivalence relation == on S 
such that 

a == a' and b == b' imply ab == a'b'. 

If == is a congruence on a semigroup S, then the quotient semi group is the 
set of all equivalence classes, denoted by SI ==, with the operation 

[a][b] = [ab], 
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where [a] denotes the equivalence class of a E S (this operation is well defined 
because == is a congruence). 

There are two general constructions of congruences. The first arises from a 
homomorphism cp: S ~ T of semigroups; define a == b if cp(a) = cp(b). This 
congruence is called ker rp, and it is straightforward to prove the first isomor­
phism theorem: 

S/ker cp ~ im cp 

(if Sand T are groups and K = {s E S: cp(s) = 1}, then ker cp is the equiva­
lence relation on S whose equivalence classes are the cosets of K). Here is a 
second construction. As any relation on S, a congruence is a subset of S x S. 
It is easy to see that any intersection of congruences is itself a congruence. 
Since S x S is a congruence, one may thus define the congruence generated 
by any subset E of S x S as the intersection of all the congruences containing 
E. If L is the free semigroup with basis X and if {Wi = Ui: i E I} is a family of 
equations, where Wi' U i E L, then define == to be the congruence generated by 
{(Wi' uJ i E I} C L x L. The quotient semigroup L/= is said to have the 
presentation 

(XIWi = Ui for all i E I). 

EXERCISES 

11.1. Use presentations to prove the existence of the nonabelian groups of order p3, 
where p is prime. (See Exercise 4.32.) 

11.2. Prove that a free group ofrank ::::: 2 is a centerless torsion-free group. 

11.3. Prove that the group G = (x, Ylxm, yO) is infinite when m, n ::::: 2. 

11.4 (Baer). Prove that a group E has the injective property if and only if E = 1. 
(Hint. D.L. Johnson). Let A be free with basis {x, y} and let B be the semidirect 
product B = A )<I <z), where z is an involution acting by zxz = y and zyz = x.) 

11.5. Let X be the disjoint union X = Yu Z. If F is free with basis X and N is the 
normal subgroup generated by Y, then FIN is free with basis {zN: z E Z}. 

11.6. Show that a free group F ofrank ::::: 2 has an automorphism qJ with qJ(qJ(w)) = 
W for all WE F and with no fixed points (qJ(w) = W implies W = 1). (Compare 
Exercise 1.50.) 

11.7. If H <l G and GIH is free, then G is a semidirect product of H by GIH. (Hint. 
Corollary 10.16 and Lemma 7.20.) 

11.8. Let G be a group, let {t i : i E I} c G, and let S = <ti : i E J) ~ G. If there is a 
homomorphism qJ: G --> F (where F is the free group with basis X = {Xi: i E I} ) 
with qJ(t;) = Xi for all i, then S is a free group with basis {ti: i E I}. 

11.9. The binary tetrahedral group B is the group having the presentation 

B = (r, s, tlr2 = S3 = t3 = rst). 
(i) Prove that rst E Z(B) and that BI<rst) ~ A4 (the tetrahedral group). 

(ii) Prove that B has order 24. 
(iii) Prove that B has no subgroup of order 12. 
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11.10. The dicyclic group DCn is the group having the presentation 

DCn = (r, s, tlr2 = S2 = tn = rst). 
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(i) Ifn = 2m- 2 , then DCn ~ Qm' the generalized quaternion group (see Exercise 
4.40). 

(ii) Show that DCn has order 4n. 

11.11. Show that (0'10'2'" O'm)m+1 E Z(Bm), where Bm is the braid group (see Example 
11.6). It is known that Z (Bm) is the infinite cyclic group generated by this 
element. 

11.12. (i) Show that a free semigroup with a basis having at least two elements is not 
commutative. 

(ii) Show that a subsemigroup of a free semigroup need not be free. (Hint. Find 
an appropriate subsemigroup of the multiplicative semigroup of positive 
integers.) 

Coset Enumeration 
The method of coset enumeration, distilled by Todd and Coxeter (1936) from 
earlier particular cases, is a mechanical way to find the order of a given group 
from a presentation. It does not always work (nor can any such algorithm 
always work, as we shall see in the next chapter), but it does work whenever 
the presented group is finite. The method rests on the following elementary 
lemma. 

Lemma 11.7. Let G be a finite group, X a set of generators of G, H :s; G 
a subgroup, and Hw1 , ... , Hw. some distinct cosets of H. If Ui=1 Hw; is 
closed under right multiplication by every a E X U x-I, then G = Ui=1 Hw;, 
[G: H] = n, and IGI = nlHI· 

Proof. If Y is any nonempty subset of G with Ya c Y for all a E X U X-I, 
then Y = G (because X generates G and w E Y for every word w on X). In 
particular, G = Ui=1 Hw;, so that every coset of H must appear as Hw; for 
some i; that is, [G: H] = n. • 

We illustrate the method in a specific case before describing it in general. 
Let G be the group having the presentation 

G = (s, tls3 = t2 = 1, tst = S2). 

Write each of the relations as a word with all exponents ± 1: 
sss; tt; tsts-1 S-I. 

For each of these relation words, begin making a relation table by putting a 
vertical line under each of its letters. 

s sst t S S-1 S-1 

mn 11111 
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If a word has [letters, there are thus 1 vertical lines. We regard these lines as 
being the dividing lines forming [ + 1 columns, and we now proceed to create 
rows. In each of the three tables, put 1 at the beginning and at the end of the 
first row. Draw row 2 (in each table), beginning and ending with 2, and put 2 
next to 1 in the first table. 

s s s t t 

m 1[]2 
~ ~ I I I I I: 

Build an auxiliary table containing entries 

s 

1 I 2 and 21l. 

Now scan each of the tables to see whether there are any empty squares of 
either of the two forms 

s 

or 

in either case, fill the empty square with 2, obtaining 

s s s 

ilIT12 
DID 

t t 

~ 
~ 

Having filled all such squares, now draw row 3 (in each table), beginning and 
ending with 3, and put 3 in the first available square in the first table (next 
to 2). 

s s s t t s ffi231 

2 2 

3 3 
tEBl 

2 2 

3 3 

1 2 1 

2 2 

3 3 

The auxiliary table receives new entries 

s 

213 and 31 2 

and, because the first row of table one has been completed, there are bonus 
entries: the auxiliary table also receives 

s 

3 I 1 and 1 I 3. 
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Now fill more squares using the (enlarged) auxiliary table to obtain 

s s s t t s 

1 2 3 1 

2 3 1 2 

3 1 2 3 

r§1 

2 2 

3 3 

1 3 2 1 

2 1 3 2 

3 2 1 3 

The first table is complete, but we will continue until all the relation tables 
are complete (if possible). The next step draws row 4 (in all three tables) with 
4 in the first row of the second table, yielding auxiliary table entries 

t 

1 1 4 and 

as well as bonus entries 

41 and 

Fill in more square using the auxiliary table and obtain 

s s s s 

1 2 3 1 1 4 1 1 4 3 2 1 

2 3 1 2 2 2 2 4 1 3 2 

3 1 2 3 3 3 3 2 1 3 

4 4 4 1 4 4 1 2 4 

Continue adding rows 5 and 6, filling in squares using all the entries in the 
auxiliary table. 

s s s s 

1 2 3 1 1 4 1 1 4 5 3 2 1 

2 3 1 2 2 6 2 2 6 4 1 3 2 

3 1 2 3 3 5 3 3 5 6 2 1 3 

4 5 4 4 1 4 4 1 2 6 5 4 

5 4 5 5 3 5 5 3 1 4 5 

6 6 6 2 6 6 2 3 5 4 6 

When we try to add row 7, a new feature appears. In row 4 of the first table, 
the new 7 after 5 gives the auxiliary table entry 

s 

5 1 7; 
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but the auxiliary table already contains 

s 

5 I 6. 

This is an instance of coset collapse; delete row 7 and replace all other occur­
rences of 7 by the smaller number 6, including the entries in the auxiliary 
table. Continuing this procedure ultimately leads to the completed tables 

s s s s 

1 2 3 1 1 4 1 1 4 5 3 2 1 

2 3 1 2 2 6 2 2 6 4 1 3 2 

3 1 2 3 3 5 3 3 5 6 2 1 3 

4 5 6 4 4 1 4 4 1 2 6 5 4 

5 6 4 5 5 3 5 5 3 1 4 6 5 

6 4 5 6 6 2 6 6 2 3 1 3 6 

The procedure now stops because all the relation tables are complete. 
According to the next theorem, the conclusion is that the presented group G 
has order 6 (of course, G ~ S3)' 

Theorem 11.8 (Coset Enumeration). Let G have a presentation with a finite 
number of generators and relations. Set up one table for each relation as above, 
add new integer entries and enlarge the auxiliary table as above whenever 
possible, and delete any larger numbers involved in coset collapse. If the proce­
dure ends with all relation tables complete and having n rows, then the presented 
group G has order n. 

Sketch of Proof. Let 1 denote the identity element of G, and assume that the 
other integers i in the tables, where 1 < i ::; n, denote other elements of G. 
The entry 

a 
i I j 

in any relation table is interpreted as the equation ia = j in G. This explains 
the twin entries in the auxiliary table: if ia = j, thenja-1 = i. The construction 
of the relation tables is a naming of elements of G. If there is a blank square 
to the right of i, with line labeled a between, then j is the element ia; if the 
blank square is to the left, then j is the element ia-1• Coset collapse occurs 
when ia = j and ia = k, in which case j = k. 

Let Y be the set of elements in G that have been denoted by some i with 
1 ::; i ::; n. That all the tables are complete says that right multiplication by 
any a E X U X-I produces only elements of Y. Therefore, once one shows 
that the co sets are distinct, Lemma 11.7 applies to Y (with H taken to be the 
trivial subgroup), and so IGI = n. • 
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Notice the hypothesis "If the procedure ends"; one does not know in ad­
vance whether the procedure will end. 

There is a generalization of the algorithm from which the name "coset 
enumeration" arises. Consider the binary tetrahedral group (of order 24) 
given in Exercise 11.9: 

B = (r, s, tlr2 = S3 = t3 = rst). 

First rewrite the presentation to display relations equal to 1: 

B = (r, s, tlr-1 st = r-2 s3 = r-1 s-1 t2 = 1). 

One could use Theorem 11.8 to show that B has order 24, but tables with 24 
rows are tedious to do. Instead, let us choose a subgroup H ~ G for which 
generators are known. For example, we might choose H = (s) in this exam­
ple (cyclic subgroups are simplest). The idea is to use a slight variant of 
Theorem 11.8 to enumerate the cosets of H in G (instead ofthe elements of G). 
This is done as follows. In addition to relation tables, draw subgroup genera­
tor tables, one for each generator of H. For example, there are two such tables 
if we choose H = (rst, s); there is just one such table if we choose H = (s). 
New tables consist of one row, and they are called complete once all their 
squares are filled without drawing any new rows under them. In our example, 
there is just one subgroup generator table, and it is already complete. 

s 

In the general case, the rows of the subgroup generator tables are completed 
first, giving pairs of entries to the auxiliary table (in our example, the entries 
in the auxiliary table arising from the subgroup generator table are 

s 

1 I 1 and 1 II). 

After completing these one-rowed tables, the relation tables are completed as 
before. The numbers i now denote right cosets of H in G, with 1 denoting H. 
The entry 

a 

i I j 
in a table means that if i = Hw, then j = Hwa. When all the tables are com­
pleted, Lemma 11.7 applies to calculate [G : H], and hence I G I is known if I H I 
is. This version actually does enumerate the co sets of H. 

In Exercise 11.13 below, the reader is asked to use coset enumeration to 
show that the order of the binary tetrahedral group B is 24. One must com­
pute IHI; that is, one must compute the order of s (it is 6) and then see that 
the relation tables are complete with 4 rows. 

There are two unexpected consequences of coset enumeration. When H = 



356 11. Free Groups and Free Products 

1, the completed relation tables can be used to construct the regular represen­
tation of G. For example, we saw above that the presentation of G = S3' 

G = (s, tls3 = t2 = 1, tst = S2), 

has relation tables: 

s s s s 

1 2 3 1 1 4 1 1 4 5 3 2 1 

2 3 1 2 2 6 2 2 6 4 1 3 2 

3 1 2 3 3 5 3 3 5 6 2 1 3 

4 5 6 4 4 1 4 4 1 2 6 5 4 

5 6 4 5 5 3 5 5 3 1 4 6 5 

6 4 5 6 6 2 6 6 2 3 1 3 6 

The first column of the first table displays the values of right multiplication 
by s (as a permutation of {1, ... , 6}), and the first column of the second table 
does this for t. Right multiplication by sand tare: 

s~(l 2 3)(4 5 6) and t~(1 4)(2 6)(3 5), 

so that the right regular representation has Rs = (1 3 2)(4 6 5) (because 
Rs: i ~ is-1 ) and R t = (1 4)(2 6)(3 5). More generally, when one enumer­
ates the co sets of a subgroup H of G, then one obtains the representation of 
G on the cosets of H (the construction above differs from that of Theorem 
3.14 only in giving the representation on the right co sets of H instead of on 
the left cosets as in that theorem). 

The information contained in completed relation tables can also be used to 
draw a directed graph. 

Definition. A directed graph r is a set V, called vertices, together with a subset 
E c V x V; ordered pairs (u, v) E E are called directed edges. A directed 
graph yields an associated graph r': both rand r' have the same vertices, 
and u and v are called adjacent in r' if u -# v and either (u, v) or (v, u) is a 
directed edge in r. 

One can picture a finite directed graph r by drawing V as points and 
drawing an arrow from u to v if (u, v) E E. In contrast to graphs, which have 
at most one edge between any pair of vertices, a directed graph may have two 
edges between a pair of vertices, one in each direction (given u, v E V, it may 
happen that both (u, v) and (v, u) E E). However, even if both (u, v) and (v, u) 
are directed edges in r, there is only edge between them in the associated 
graph r'. (There is a notion of multigraph, directed or nondirected, which 
allows many edges between a given pair of vertices, but we do not need 
them here.) 
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Definition. Let G be a group and let X be a set of generators of G. The 
Cayley graph r = r(G, X) is the directed graph with vertices the elements 
of G and with a directed edge from g to h if h = gx for some x E X. 

If coset enumeration of a presentation (XI~) of a group G yields complete 
relation tables, then one can record the information in these tables as the 
Cayley graph r(G, X). For example, here is the Cayley graph of S3 obtained 
from the presentation above. 

3&-~------~~----~~2 

Figure 11.1 

The Cayley graph of a group and a generating set is always defined, wheth­
er or not coset enumeration can be completed. Notice that the Cayley graph 
does depend on the choice of generating set. For example, a loop is an edge of 
the form (v, v). If we take G itself as a generating set, then r(G, G) contains 
the loop (1, 1), while r(G, X) has no loops if 1 ¢ X. The Cayley graph is 
the beginning of a rich and fruitful geometric way of viewing presentations 
(see Burnside (1911), Dicks and Dunwoody (1989), Gersten (1987), Lyndon 
and Schupp (1977), and Serre (1980)). 

EXERCISES 

11.13. (i) In the presentation of the binary tetrahedral group B given above, show 
that s has order 6 in B. 

(ii) Use coset enumeration relative to the subgroup H = (s) to compute the 
order of B. 

(iii) Find the representation of B on the (right) cosets of H. 

11.14. Describe the group G to isomorphism if G has the presentation 

(q, r, s, tlrqr-1 = q2, rtr-1 = t2, s-lrs = r2, tst-1 = S2, rt = tr). 

11.15. Let (XI,i) be a presentation of a group G. Show that the Cayley graph r(G, X) 
has no loops if and only if 1 ¢ X. 
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Definition. The degree of a vertex v in a graph r is the number of vertices 
adjacent to it; the degree of a vertex v in a directed graph r is its degree in the 
associated graph r. A graph or directed graph is regular of degree k if every 
vertex has the same degree, namely, k. 

11.16. If X is a finite generating set of a group G with 1 ¢: X, then the Cayley graph 
['(G, X) is regular of degree 21XI. (Hint. If g E G and x E X, then (gx-l, g) and 
(g, gx) are directed edges.) 

11.17. Draw the Cayley graph [,(G, X) if G is a free abelian group of rank 2 and X is 
a basis. 

11.18. Draw the Cayley graph ['(G, X) if G is a free group ofrank 2 and X is a basis. 

Presentations and the Schur Multiplier 

The Schur multiplier M(Q) of a group Q is discussed in Chapter 7 (the reader 
is advised to reread the appropriate section); it is related to presentations of 
Q because of the following isomorphism. 

Hopf's Formula. If Q ~ F/R is a finite3 group, where F is free, then 

M(Q) ~ (R n F')/[F, R]. 

Remark. An "aspherical" topological space X has the property that its 
homology groups are completely determined by its fundamental group 
1tl (X). Hopf (1942) proved that H 2(X) ~ (R n F')/[F, R], where F is free and 
F /R ~ 1tl (X). Schur (1907) proved that M(Q) ~ (R n F')/[F, R] when Q is 
finite (i.e., Schur proved Hopf's formula in this case!). Comparison of Hopf's 
formula to Schur's theorem led Eilenberg and Mac Lane to their creation of 
Cohomology of Groups; the homology group H 2 (X) of the aspherical space 
X is the homology group H 2 (1t 1 (X), Z) of the fundamental group 1t 1 (X). 
When 1tl(X) is finite, H 2 (1t 1(X), Z) is isomorphic to the second cohomology 
group H2(1tl(X), eX) = M(1t l(X)), 

We will prove Hopf's formula for all finite groups Q, but we first consider 
a special class of groups. 

Definition. A group Q is perfect if Q = Q'. 

Every simple group is perfect. The proofs of Theorems 8.13 and 8.23 show 
that the groups SL(n, q) are perfect unless (n, q) = (2, 2) or (2, 3). 

3 Let us explain the finiteness hypothesis in Hopf's formula. In Chapter 7, we defined M(Q) as 
the cohomology group H 2 (Q, C X). Nowadays, after defining homology groups of Q, one defines 
M(Q) as the second homology group H2(Q, Z). There is always an isomorphism H2(Q, Z) ~ 
(H2(Q, CX»*, where * denotes character group. When Q is finite, the abelian group H2 is also 
finite, and hence it is isomorphic to its own character group, by Theorem 10.54. 
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The definition of exact sequence 

"'--+A~B-"-+C--+'" 
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(the image of each homomorphism is equal to the kernel of the next one) 
makes sense if the groups are nonabelian. Of course, every image, being a 
kernel of a homomorphism, must be a normal subgroup. 

Lemma 11.9. Let v: V --+ Q be a central extension of a group K = ker v by a 
group Q. If Q is perfect, then V' is perfect and vi V': V' --+ Q is surjective. 

Proof. Since v is surjective, v(V') = Q'; as Q is perfect, v(V') = Q, and vi V' is 
surjective. If u E V, there is thus u' E V' with v(u') = v(u); hence, there is 
Z E K ~ Z(V) with u = u'z. To see that V' is perfect, it suffices to show that 
V' ~ V". But if [u, vJ is a generator of V', then there are u', v' E V' and 
central elements Zl, Z2 with [u, vJ = [U'Zl' V'Z2J = [u', v'] EVil. • 

Theorem 11.10. If Q is a perfect finite group and if Q ~ FjR, where F is free, 
then M(Q) ~ (R n F')j[F, R]. Moreover, F'j[F, RJ is a cover of Q. 

Proof. Since R <J F, we have [F, RJ ~ R; moreover, [F, R] <J F. There is 
thus an exact sequence 

1 --+ Rj[F, R] --+ Fj[F, R] ~ FjR --+ 1, 

which is plainly a central extension. It is easily checked that (Fj[F, R])' = 
F'j[F, R]. Since Q = FjR is perfect, Lemma 11.9 gives an exact sequence ¢ 
(with v' the restriction of v) 

¢: 1 --+ (R n F')j[F, RJ --+ F'j[F, R] ~ FjR --+ 1 

(for (R n F')j[F, RJ = (Rj[F, RJ) n (F'j[F, R]) = ker v'). Let us denote 
(R n F')j[F, RJ by K. As F'j[F, RJ is perfect, by Lemma 11.9, we have 
K ~ (F'j[F, RJ),. Therefore, the transgression <5: K* --+ M(Q) is injective, by 
Lemma 7.64. But Q is finite, by hypothesis, so that M(Q) is also finite, by 
Theorem 7.60; hence K is finite and K ~ K*, by Theorem 10.56. To see that 
<5 is surjective, it suffices, by Lemma 7.63, to prove that the central extension 
¢ has the projective lifting property. Consider the diagram with exact rows 

1~R~F~ Q ~1 

j' 
1 ~ ex ~ GL~ PGL ~ 1. 

Since F is free, it has the projective property (in the diagram in Theorem 11.6, 
let IX = Tn); there exists a homomorphism 0': F --+ GL making the diagram 
commute; moreover, since the bottom extension is central, it is easy to see 
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that [F, R] ::s; ker (J. There results a commutative diagram with exact rows 

1- RI[F, R] - FI[F, R] - Q -1 

I, I, 
l- ex - GL - PGL -1, 

where (J': u[F, R] H (J(u) for all u E F. Since Q is perfect, we may replace the 
top row by ~ and the downward map (J' by its restriction i = (J'jF'/[F, R]. 
Thus, 't' can be lifted, ~ has the projective lifting property, and the injection 
c5: K* --+ M(Q) is also a surjection, as desired. Finally, F'I[F, R] is a cover of 
Q, by Lemmas 7.63 and 7.64. • 

A central extension U of K by Q has the projective lifting property if, for 
every homomorphism 't': Q --+ PGL, there is a homomorphism i: U --+ GL 
making the following diagram commute: 

1 ------+ ex _ GL ------+ PGL ~ 1. 

Of course, the bottom row is a central extension. Are there central extensions 
of Q which have a projective lifting property with respect to other central 
extensions? 

Definition. A central extension U of Q is a universal central extension if, for 
every central extension V of Q, there is a unique homomorphism 0: making 
the following diagram commute: 

1 ~ K ------+ U ------+ Q ------+ 1 

I, I' 
1 ~ L ------+ V ------+ Q ------+ 1. 

The uniqueness of the homomorphism 0: will be used to show that if Q has 
a universal central extension, then U is unique to isomorphism. 

Observe that commutativity of the diagram implies that o:(K) ::s; L; that 
is, insertion of the map f3 = o:IK: K --+ L yields an augmented commutative 
diagram 

1 ~ K ------+ Q~1 

I' 
1 ------+ L ------+ V ------+ Q ------+ 1. 
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Theorem 11.11. If Q is a finite perfect group, then its cover V = F' I[ F, R] is a 
universal central extension of Q. 

Proof. Consider the portion of the proof of Theorem 11.10 showing the exis­
tence of a map F'/[F, R] -+ GL making the diagram commute; this portion 
holds if one replaces the central extension 1 -+ ex -+ GL -+ PGL -+ 1 by any 
central extension and the map T by any map. In particular, one may replace 
the central extension by 1 -+ L -+ V -+ Q -+ 1 and the map T by 1Q, where V is 
a central extension of L by Q. Thus, it only remains to prove the uniqueness 
of such a map. 

Let v: V -+ Q and Ji: V -+ Q be the given surjections. Suppose that ex, 
13: V -+ V are homomorphisms with Jiex = v = Jif3. If u E V, then Jiex(u) = Jif3(u), 
so that ex(u)f3(url E ker Ji ::;; Z(V); there is thus Z E Z(V) with ex(u) = f3(u)z. 
Similarly, if u' E V', there is z' E Z(V) with ex(u') = f3(u')z'. Therefore, 
ex([u, u']) = [ex(u), ex(u')] = [f3(u)z,f3(u')z'] = [f3(u),f3(u')] = f3([u, u']). 
Since V is perfect, by Lemma 11.9, it is generated by all commutators. There­
fore, ex = 13, as desired. • 

The converse of Theorem 11.11 is true: a finite group Q has a universal 
central extension if and only if Q is perfect (see Milnor (1971), §5). 

Corollary 11.12. Every finite perfect group Q has a unique cover V which is 
itself a finite perfect group. 

Proof. By Theorem 11.11, the cover V = F'/[F, R] is a universal central 
extension of Q; if a central extension V of L by Q is a cover, then there is a 
commutative diagram 

1 ----+ K <=---+ V 

'j .j 
1 ----+ L <=---+ V ~ Q ---- 1. 

By Lemma 7.67, the transgressions are related by bU 13* = bV • As both V and 
V are covers, however, both transgressions are isomorphisms (Lemmas 7.63 
and 7.64), and so 13* is an isomorphism. By Exercise to.55, 13 is an isomor­
phism, and by Exercise 10.56, IX is an isomorphism. Finally, Lemma 11.9 
shows that V is perfect. • 

We are now going to prove that Hopf's formula holds for every (not neces­
sarily perfect) finite group Q. 
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Lemma 11.13. If Q is a finite group and 

1--+K--+E--+Q--+1 

is a central extension, then K n E' is finite. 

Proof. Since K :5: Z(E), we have [E: Z(E)] :5: [E: K] = IQI < 00. Thus Z(E) 
has finite index in E, and so Schur's Theorem (Theorem 7.57) gives E' finite. 
Therefore K n E' :5: E' is also finite. • 

Lemma 11.14. If Q = FIR is a finite group, where F is free, then there is a 
central extension 

1 --+ R/[F, R] --+ F I[F, R] --+ Q --+ 1. 

Moreover, if F is finitely generated, then R/[F, R] is also finitely generated. 

Proof. We have already noted (in Theorem 11.10) that the sequence is a 
central extension. Now F finitely generated implies that FI[F, R] is finitely 
generated. As Q is finite, R/[F, R] :5: FI[F, R] is a subgroup of finite index, 
and so Lemma 7.56 shows that R/[F, R] is finitely generated. • 

Lemma 11.15. Let Q = FIR be a finite group, where F is a finitely generated 
free group. The torsion subgroup of R/[F, R] is (R n F')/[F, R], and there is a 
subgroup S with [F, R] :5: S :5: R, with S <J F, and with 

R/[F, R] = (R n F')/[F, R] Et> S/[F, R]. 

Proof. Let T = (R n F')/[F, R]. Since T = (R/[F, R]) n (F'/[F, R]), Lemma 
11.13 shows that T is finite, and so T:5: t(R/[F, R]). For the reverse inclu­
sion, note that (R/[F, R])/T ~ (R/[F, R])/((R n F')/[F, R]) ~ RI(R n F') ~ 
F'RIF' :5: FIF', which is free abelian. By Corollary 10.16, there is a subgroup 
S with [F, R] :5: S :5: R such that R/[F, R] = T Et> S/[F, R]. Therefore, 
t(R/[F, R]) = (R n F')/[F, R]. Finally, R/[F, R] :5: Z(FI[F, R]), so that all 
its subgroups are normal in FI[F, R]; in particular, S/[F, R] <J FI[F, R] and 
S <J F .• 

Lemma 11.16. Let Q be a finite group and let Q = FIR, where F is a finitely 
generated free group. 

(i) There is a central extension 

1--+K--+E--+Q--+1 

with K :5: E' and with K ~ (R n F')/[F, R]. 
(ii) I(R n F')/[F, R] I :5: IM(Q)I. 

Proof. (i) Choose S, as in Lemma 11.15, with S <J F, [F, R] :5: S :5: R, and 
R/[F, R] = (R n F')/[F, R] EB S/[F, R]. Consider the exact sequence 

1 --+ RIS --+ F IS --+ Q --+ 1. 
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Since R/[F, R] is central in F /[F, R], it follows that R/S ~ 
(R/[F, R])/(S/[F, R]) is central in F/S ~ (F/[F, R])/(S/[F, R]); moreover, the 
definition of S gives (R/[F, R])/(S/[F, R]) ~ (R 1\ F')/[F, R]. Finally, R/S = 
(R 1\ F')S/S ~ F'S/S = (F/S)'. 

(ii) By Lemma 11.13, R/S is finite. By Lemma 7.64, the transgression 
15: (R/S)* ~ M(Q) is an injection, so that I(R 1\ F')/[F, R]I = IR/SI = 

I (R/S)*I ~ IM(Q)I. • 

Theorem 11.17 (Schur, 1907). If Q is a finite group with Q = F/R, where F is 
a finitely generated free group, then 

M(Q) ~ (R 1\ F')/[F, R]. 

Proof. Let 1 ~ L ~ U ~ Q ~ 1 be a central extension with L ~ U', let 
{Yl"'" Yn} be a basis of F, and let v: F ~ Q be a surjective homomor­
phism. For all i, choose Ui E U with 1t(ui) = V(Yi)' Since F is free with basis 
{Yl' ... , Yn}, there is a homomorphism u: F ~ U with 1tU = v. Now L = 
L 1\ U' ~ Z(U) 1\ U' ~ <I>(U), by Theorem 5.49. Therefore, 

U = (Ul' ... , Un' L) ~ (Ul' ... , un' <I>(U) = (Ul' ... , un), 

by Theorem 5.47, so that u is surjective. 
If a E L, then a = u(w) for some WE F (for u is surjective), and so 1 = 

1t(a) = 1tu(w) = v(a). Hence, WE ker v = R, and so a = u(w) E u(R); that is, 
L ~ u(R). For the reverse inclusion, if r E R, then 1tu(r) = v(r) = 1, so that 
u(r) E ker 1t = L. Thus, L = u(R). Note that u([F, R]) = [u(F), u(R)] = 
[U, L] = 1, because L is central, so that u induces a homomorphism 
0': F/[F, R] ~ U. But O'«R 1\ F')/[F, R])) = u(R) 1\ u(F') = L 1\ U' = L, and 
so I(R 1\ F')/[F, R]I ~ ILl. 

By Theorem 7.66, there is a central extension 

l~L~U~Q~l 

with L ~ M(Q) and L ~ U'. Therefore, Lemma 11.16(ii) gives 

IM(Q)I = ILl ~ I(R 1\ F')/[F, R]I ~ IM(Q)I· 

Returning to Lemma 11.16 with K ~ (R 1\ F')/[F, R], the injection 
15: K* ~ M(Q) must be surjective, and so M(Q) ~ (R 1\ F')/[F, R]. • 

Corollary 11.18. For every finite group Q, if Q = F/R, where F is a finitely 
generated free group, then (R 1\ F')/[F, R] is independent of the finite presen-
tation F / R of Q. 

Proof. We have (R 1\ F')/[F, R] ~ M(Q), and the Schur multiplier M(Q) is 
defined independently of a presentation. • 

Definition. If A is a finitely generated abelian group, let d(A) denote the 
number of elements in a smallest generating set of A; that is, A can be gener-
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ated by some set of d(A) elements, but it cannot be generated by any set of 
size d(A) - 1. 

If p(A) denotes the rank of a finitely generated abelian group A, that is, the 
rank of the free abelian group A/tA, then it is easy to see that 

p(A) s d(A); 

with equality if and only if A is free abelian; moreover, p(A) = 0 if and only if 
A is finite. The reader may prove that if A and B are finitely generated abelian 
groups, then 

p(A EB B) = p(A) + p(B); 

indeed, Exercise 10.50(ii) shows that if there is an exact sequence 0 --+ A --+ 

E --+ B --+ 0 of abelian groups, then p(E) = p(A) + p(B). On the other hand, 
this is not generally true if p is replaced by d. For example, l.6 ~ l.2 EEl 1::3, 
and 1 = d(l.6) = d(l.2 EB l.3) #- d(l.2) + d(l.3) = 2. However, if F is a finitely 
generated free abelian group, then 

d(A EEl F) = d(A) + d(F). 

Lemma 11.19. Assume that Q has a finite presentation 

Q = (Xl' ... , XnlYl, ... , Yr)· 

If F is the free group with basis {Xl' ... ' xn} and R is the normal subgroup 
generated by {Yl' ... , Yr}, then R/[F, R] is a finitely generated abelian group 
and d(R/[F, R]) S r. 

Proof. We have R' = [R, R] s [F, R] s R, since R <J F, so that R/[F, R] is 
abelian. The proof is completed by showing that it is generated by the cosets 
ofthe y's. Now R is generated by {fyJ-l: f E F, i = 1, ... , r} (R is the normal 
subgroup of F generated by {Yl' ... ' Yr}). But fyJ-l Yi l E [F, R], so that 
fyJ-l[F, R] = Yi[F, R], as desired. • 

Theorem 11.20. If Q has a finite presentation 

Q = (Xl' ... , xnlYl> ... , Yr), 

then M(Q) is finitely generated, d(M(Q)) S r, and 

n - r S p(Q/Q') - d(M(Q)). 

Proof. Let F be free with basis {Xl> ... , xn }, and let R be the normal subgroup 
generated by {Yl, ... ,Yr}. By Lemma 11.19, there is an exact sequence of 
finitely generated abelian groups 

(1) 0 --+ (R n F')/[F, R] --+ R/[F, R] --+ R/(R n F') --+ O. 

Therefore, d(M(Q)) = d((R n F')/[F, R]) S r (by Exercise 10.7, an easy con-
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sequence of Theorem 10.17). Now 

R/(R n F') ~ RF'/F' ~ F/F'. 

By Lemma 11.3, F/F' is free abelian of rank n; by Theorem 10.17, its sub­
group R/(R n F') is also free abelian, and so Corollary 10.16 shows that the 
exact sequence (1) splits. Thus, 

R/[F, R] ~ M(Q) EEl RF'/F'; 

since RF'/F' is free abelian, d(M(Q)) + d(RF'/F') = d(R/[F, R]) ~ r, and so 

d(RF'/F') ~ r - d(M(Q)). 

Since RF'/F' is free abelian, d(RF'/F') = p(RF'/F'), and so 

(2) p(RF'/F') ~ r - d(M(Q)). 

Now Q' = (F/R)' = RF'/R, so that Q/Q' = (F/R)/(RF'/R) = F/RF' and 

(3) p(F/RF') = p(Q/Q'). 

There is another exact sequence 

o ~ RF'/F' ~ F/F' ~ F/RF' ~ 0, 

so that n = p(F/F') - p(F/RF') = p(RF'/F'). Combining this with (2) and (3) 
gives 

n - p(Q/Q') = p(RF'/F') ~ r - d(M(Q)), 

which is the desired inequality. • 

Corollary 11.21. If Q is a finite group having a presentation with n generators 
and r relations, then 

d(M(Q)) ~ r - n. 

Proof Since Q is finite, Q/Q' is finite and p(Q/Q') = o. • 

Since d(M(Q)) ~ 0, it follows that r ~ n for every finite presentation of a 
finite group Q; that is, there are always more relations than generators. We 
give a name to the extreme case. 

Definition. A group is balanced if it has a finite presentation with the same 
number of generators as relations. 

Corollary 11.22. If Q is a finite balanced group, then M(Q) = 1. 

The converse of this corollary is false. 

Corollary 11.23. If V is the 4-group, then M(V) ~ 7L 2 • 
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Proof. In Example 7.17, we saw that M(V) # 1, and Theorem 7.68 shows that 
exp(M(V)) = 2. There is a presentation V = (a, bla2 = 1, b2 = 1, [a, b] = 1). 
By Corollary 11.21, d(M(V)) :s; 3 - 2 = 1, and so M(V) is cyclic. • 

We have now completed Example 7.17: in contrast to perfect groups, the 
4-group V does not have a unique cover. 

It is a theorem of l.A. Green (1956) that if p is a prime and Q is a group of 
order pn, then IM(Q)I :s; pn(n-l)/2. One can also show that this bound is best 
possible: equality holds if Q is an elementary abelian group of order pn; of 
course, a special case of this is Q = V. 

We have proved two theorems helping us to compute the Schur multiplier 
of a finite group Q: the theorem of Alperin-Kuo (Theorem 7.68) giving a 
bound on exp(M(Q)); Corollary 11.21 giving a bound on d(M(Q)). 

EXERCISES 

11.19. Prove that M(Qn) = 1, where Qn is the group of generalized quaternions. 

11.20. Prove that M(D2n ) = 1 if n is odd and has order::::; 2 if n is even. (It is known 
that M (D2n ) ;;;; 7L2 if n is even.) 

11.21. Prove that IM(As)l::::; 2. (It is known that M(As);;;; 7L2·) 

11.22. (i) As in Example 11.5, show that A4 has a presentation 

A4 = (s, tls 2 = 1, t3 = 1, (st)3 = 1). 

(ii) Show that the binary tetrahedral group B is a cover of A4 . 

(iii) Prove that M(A4) ;;;; 7L 2 . 

11.23. Show that M(S4) is cyclic of order::::; 2. (Hint. Example 11.5.) (It is known that 
M(Sn) ;;;; 7L z for all n ~ 4.) 

11.24. Show that SL(2, 4) is the cover of PSL(2, 4). 

Fundamental Groups of Complexes 

The theory of covering spaces in Algebraic Topology contains an analogue of 
Galois Theory: there is a bijection from the family of all covering spaces X 
mapping onto a topological space X and the family of all subgroups of the 
fundamental group 1!1 (X). This theory was used by Baer and Levi to prove 
the Nielsen-Schreier theorem: Every subgroup of a free group is itself free. 
We mimic the topological theorems here in a purely algebraic setting. 

Definition. A complex K (or abstract simplicial complex) is a family of non­
empty finite subsets, called simplexes, of a set V = Vert(K), called vertices, 
such that: 

(i) if v E V, then {v} is a simplex; 
(ii) if s is a simplex, then so is every nonempty subset of s. 



Fundamental Groups of Complexes 367 

A simplex s = {vo, Vi"'" Vq } with q + 1 vertices is called a q-simplex; one 
says that s has dimension q, and one writes dim(s) = q. If n is the largest 
dimension of a simplex in K, then K is called an n-complex and one writes 
dim(K) = n (if there is no simplex of largest dimension, then dim(K) = (0). 

A O-complex is a set of points, and a 1-complex is a graph: define u, v E V 
to be adjacent if and only if {u, v} is a 1-simplex. It turns out that 2-complexes 
are sufficiently complicated to serve all of our needs (see Exercise 11.27 
below). 

Even though no topology enters into the forthcoming discussion, the read­
er should know the geometric background behind the definition of complex 
in that setting. A O-simplex is a point; regard a 1-simples {u, v} as an edge 
with endpoints u and v; regard a 2-simplex {u, v, w} as a (two-dimensional) 
triangle with vertices u, v, and w; regard a 3-simplex as a (solid) tetrahedron; 
and so forth. A complex may now be regarded as a space built by gluing 
simplexes together in a nice way. 

Figure 11.2 

A complex L is a suhcomplex of a complex K if Vert(L) c Vert(K) and if 
every simplex in L is also a simplex in K (we recognize the empty set 0 as 
being a subcomplex). A subcomplex L of K is full if every simplex in K having 
all its vertices in L already lies in L. Thus, a full subcomplex L is determined 
by its vertices Vert(L). 

For example, if s is a simplex, then the subcomplex lsi, consisting of sand 
all its nonempty subsets, is full. For each q 2:: 0, the q-skeleton, defined by 

Kq = {simplexes s E K: dim(s):::;; q}, 

is a subcomplex. Thus, Vert(K) = KO c Ki = KO u {all 1-simplexes} c 

K2 c K3 C .... If dim(K) = nand q < n, then Kq is not a full subcomplex. 

Definition. An edge in a complex K is an ordered pair B = (u, v) of (not neces­
sarily distinct) vertices lying in a simplex. If u and v are vertices in a complex 
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K, then a path a of length n from u to v is a sequence of n edges 

a = (u, vd(v1, v2 ) .. · (Vn-2' vn-1)(Vn- 1, v). 

Call u the origin of a and denote it by o(a); call v the end of a and denote it by 
e(a). A closed path at v is a path a for which o(a) = e(a). 

Definition. A complex K is connected if there is a path between any pair of its 
vertices. 

Definition. If {Li: i E I} is a family of subcomplexes of a complex K, then the 
union U Li is the subcomplex consisting of all those simplexes s lying in at 
least one L i, and the intersection n Li is the subcomplex consisting of all 
those simplexes s lying in every L i . Two sub complexes Land L' are disjoint 

if L!l L' = 0. 

It is easy to see that Vert(U L i) = U Vert(L i ) and Vert(n L;) = n Vert(L i ); 

in particular, Land L' are disjoint if and only if Vert(L)!l Vert(L') = 0· 

Theorem 11.24. Every complex K is the disjoint union of connected sub­
complexes K = U K i, and the Ki are uniquely determined by K. Moreover, 
each Ki is a full maximal connected subcomplex. 

Proof. The relation on V = Vert(K) defined by u == v if there is a path in K 
from u to v is easily seen to be an equivalence relation; let {V;: i E I} be its 
family of equivalence classes, and let Ki be the full subcomplex of K having 
vertex set V;. Clearly, K is the union U K i. If a simplex s in K has a vertex u 
in K i , then there is a path from u to each vertex of s, and so s c V;; hence, 
s E Ki because Ki is full. Now K is the disjoint union U K i, for if s E Ki!l K j , 

where i #- j, then s c V;!l V; = 0, a contradiction. To see that Ki is con­
nected, assume that there is an edge (u, v) in K, where u E V;. Then s = {u, v} 
is a simplex, and so the argument above shows that s c V; and v E V;. 
If u, W E V;, then u == W, and so there is a path in K from u to w. An induc­
tion on the length of the path shows that the path lies in K i, and so Ki is 
connected. 

To prove uniqueness, let K = U L j be a disjoint union, where each L j is a 
connected subcomplex. It is easy to see that each L j is a full sub complex; it 
follows, for each simplex in K, that there is a unique Lj containing all its 
vertices. In particular, there is no simplex {u, v} with u E Vert(Lj ) and v rt 
Vert(LJ; this shows that each Lj is a maximal connected subcomplex, for 
there are no paths leading outside of it. 

Choose some L j • If s E L j , then there is a unique Ki with s E K i. If t E Lj is 
another simplex, then t E Kl for some T. However, the presence of a path 
between a vertex of s and a vertex of t shows, as above, that T = i. Therefore, 
t E Ki and L j is contained in K i. Maximality of L j gives L j = K i. • 
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Definition. The connected subcomplexes Ki occurring in the disjoint union 
K = U Ki are called the components of K. 

We are now going to define a multiplication of paths reminiscent of juxta­
position of words in a free group. 

Definition. If IX = el ••• en and f3 = '11 ... 11m are paths in a complex K, where 
the ei and I1j are edges, and if e(lX) = o(f3), then their product is the path 

1Xf3 = el •.• enl11 ... 11m· 

The path 1Xf3 is a path from O(IX) to e(f3). This multiplication is associative 
when defined, but every other group axiom fails. 

Definition. There are two types of elementary moves on a path IX in a complex 
K. The first replaces a pair of adjacent edges (u, v)(v, w) in IX by (u, w) if 
{u, v, w} is a simplex in K; the second is the inverse operation replacing (u, w) 
by (u, v)(v, w) in this case. Paths IX and f3 in K are homotopic, denoted by 
IX ~ f3, if one can be obtained from the other by a finite number of elementary 
moves. 

v 

• ~ • 
x u w y 

Figure 11.3 

For example, let K be the 2-complex drawn above, let IX = 

(x, u)(u, w)(w, y), and let f3 = (x, u)(u, v)(v, w)(w, y). If K contains the simplex 
{u, v, w}, then IX ~ f3; if K does not contain this simp~ex, then IX '* ~. 

It is easy to check that homotopy defines an eqUIvalence relatlOn on the 
family of all paths in K. 

Definition. If IX is a path in a complex K, then the equivalence class of IX, 

denoted by [IX], is called a path class. 

If IX ~ f3, then O(IX) = o(f3) and e(lX) = e(f3) (for only "interior" vertices are 
changed by the elementary moves in a homotopy). Hence, one may defin.e the 
origin and end of a path class [IX], denoted by O[IX] and e[IX], respectIvely. 
Homotopy is compatible with the multiplication of paths: if IX ~ f3, IX' ~ f3', 
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and e(lX) = 0(/3), then the reader may check that 1X/3 ~ IX' /3'; that is, if 
e(lX) = 0({3), then multiplication of path classes, given by 

[IX] [{3] = [1X{3], 

is well defined. 
If K is a complex and v E Vert(K), then the trivial path at v is (v, v). If 

8 = (u, v), define 8-1 = (v, u) and, if IX = 8 1 ", 8n is a path, define its inverse path 
-1 -1 -1 IX = 8n ... 81 • 

Lemma 11.25. The set of all path classes of a complex K has the following 
properties: 

(i) if o [IX] = u and e[lX] = v, then 

and 

[(u, u)] [IX] = [IX] = [IX] [(v, v)], 

[IX] [1X-1] = [(u, u)], 

[1X-1] [IX] = [(v, v)]. 

(ii) if IX, {3, and yare paths and one of ([IX] [{3]) [y] or [IX] ([{3] [y]) is defined, 
then so is the other and they are equal. 

Proof. Straightforward. • 

The set of all path classes in K with its (not always defined) multiplica­
tion is called a groupoid. We extract groups from a groupoid in the obvious 
way. 

Definition. A basepoint of a complex K is some chosen vertex v. The funda­
mental group of a complex with basepoint v is 

n(K, v) = {[IX]: IX is a closed path at v}. 

Theorem 11.26. For every vertex v in a complex K, n(K, v) is a group with 
identity the path class of the trivial path at v. 

Proof. This follows at once from the lemma, for multiplication is now always 
defined. • 

Remark. There is a topological space IKI which is the "geometric realization" 
of a complex K, and n(K, v) is isomorphic to the fundamental group of IKI 
defined in Algebraic Topology (see Rotman (1988), Theorem 7.36). 

The next result shows that the fundamental group of a connected complex 
does not depend on the choice of basepoint. 
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Theorem 11.27. 

(i) If (K, v) is a complex with basepoint, and if L is the component of K 
containing v, then 

n(K, v) = n(L, v). 

(ii) If K is a connected complex with basepoints v and v', then 

n(K, v) ~ n(K, v'). 

Proof. (i) Since every (closed) path with origin v has all its vertices in Vert(L), 
the underlying sets of the two groups are equal. As the multiplications on 
each coincide as well, the groups themselves are equal. 

(ii) Since K is connected, there is a path y in K from v to v'. Define 
f: n(K, v) -+ n(K, v') by [oc] ~ [y-l] [oc] [y] = [y-1ocy]. Note that the latter 
multiplication takes place in the groupoid of all path classes in K; the prod­
uct, however, lies in n(K, v'). It is a simple matter, using Lemma 11.25, to 
check that f is an isomorphism with inverse [p] ~ [y] [p] [y-l]. • 

Definition. If K and L are complexes, then a simplicial map cp: K -+ L is a 
function cp: Vert(K) -+ Vert(L) such that {cpvo, CPV1' ... , cpvq } is a simplex in L 
whenever {va' Vl' ... , vq } is a simplex in K. A simplicial map cp is an isomor­
phism if it is a bijection whose inverse is also a simplicial map. 

The identity on Vert(K) is a simplicial map. It is easy to see that the 
composite of simplicial maps, when defined, is a simplicial map. If cp: K -+ L 
is a simplicial map and {va' vl , ... , vq } is a simplex, then there may be re­
peated vertices in the simplex {cpvo, CPV1' ... , cpvq }. 

Let cp: K -+ L be a simplicial map. If B = (u, v) is an edge in K, then cpB = 
(cpu, cpv) is an edge in L (because {cpu, cpv} is a simplex in L). If oc = Bl .•• Bn is 
a path, then define 

cpoc = CPBl ... CPBn' 

which is a path in L. If oc ~ p are paths in K, then cpoc ~ cpp in L, for if {u, v, w} 
is a simplex in K, then {cpu, cpv, cpw} is a simplex in L. 

Theorem 11.28. If cp: K -+ L is a simplicial map, then CP#: n(K, v) -+ n(L, cpv), 
defined by [oc] ~ [cpoc], is a homomorphism. Moreover, n is a (covariant) 
functor: (IK )# is the identity, and if t/!: L -+ M is a simplicial map, then (t/!cp)# = 

t/!#CP#: n(K, v) -+ n(M, t/!cpv). 

Proof. Routine. • 

Definition. A path oc = Bl •.• Bn is reduced if either oc is trivial or no Bi = (u, v) is 
adjacent to its inverse (v, u) and no Bi is a trivial path. A circuit is a reduced 
closed path. 
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Let us show that every path IX in a complex is homotopic to either a 
reduced path or a trivial path. If IX contains a subpath (u, v)(v, u), then IX ~ IX', 

where IX' is obtained from IX by replacing (u, v)(v, u) by the trivial path (u, u). If 
IX' is not trivial and IX' contains a trivial path (u, u), then IX' ~ IX", where IX" is 
obtained from IX' by deleting (u, u). These steps can be iterated. Since each 
path obtained is shorter than its predecessor, the process eventually ends, 
and the last path is either reduced or trivial. In particular, every closed path 
is homotopic to either a circuit or a trivial path. 

Definition. A tree is a connected complex of dimension::; 1 having no circuits 
(the only zero-dimensional tree has a single vertex). 

Let us show that if u and v are distinct vertices in a tree T, then there is a 
unique reduced path from u to v. Connectivity provides a path IX from u to v, 
which we may assume is reduced. If P =f. IX is another reduced path from u to 
v, then IX and P contain a (possibly empty) subpath y such that IX = lX'y, 

P = P'y, and the last edge of IX' is distinct from the last edge of p'. It follows 
that IX' p,-l is reduced, and hence it is a circuit in T. This contradiction shows 
that a = p. 

Definition. A complex K is simply connected4 if it is connected and n(K, v) = 
1 for some v E Vert(K). 

By Theorem 11.27(ii), this definition does not depend on the choice of 
basepoint v in K. 

Every tree T is simply connected: we have just noted that every closed path 
is homotopic to either a circuit or a trivial path, and there are no circuits in 
a tree. 

Theorem 11.29. Let L be a simply connected subcomplex of a complex K. If a 
is a closed path in K at v all of whose edges lie in L, then [a] = 1 in n(K, v). 
This is true, in particular, when L is a tree. 

Proof. The inclusion ({J: Vert(L) ~ Vert(K) is a simplicial map L --+ K, and 
it induces a homomorphism ({J#: n(L, v) --+ n(K, v). The hypothesis gives 
({J#([a]) = [({Ja] = [a], so that [a] E im ({J#. But L simply connected gives 
n(L, v) = 1, hence [a] = 1. • 

If L is a subcomplex of a complex K, then the homomorphism 
({J#: n(L, v) --+ n(K, v) induced by the inclusion ({J: Vert(L) ~ Vert(K) need 
not be injective. For example, it is easy to see that a 2-simplex K is simply 
connected, but we shall soon see that its perimeter is not. 

4 Some authors do not insist that simply connected complexes be connected. For them, a com­
plex is simply connected if all its components are simply connected in our sense. 
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Definition. A sub complex T of a complex K is a maximal tree if T is a tree 
which is contained in no larger tree in K. 

Lemma 11.30. If K is a connected complex, then a tree T in K is a maximal 
tree if and only if Vert(T} = Vert(K}. 

Proof. Suppose that T is a maximal tree and there exists a vertex v ¢ Vert(T}. 
Choose a vertex Vo in T; since K is connected. There is a path e1 ... en in K 
from Vo to v = Vn; let ei = (Vi-1' vJ Since Vo is in T and v is not in T, there 
must be an i with Vi- 1 in T and Vi not in T Consider the subcomplex T' 
obtained from T by adjoining the vertex Vi and the simplex {Vi-1, v;}. Clearly 
T' is connected, and any possible circuit in T' must involve the new vertex Vi' 

There are only two nontrivial edges in T' involving Vi' namely, e = (Vi-1, v;) 
and e-1, and so any closed path involving Vi as an "interior" vertex is not 
reduced, while any circuit at Vi would yield a circuit in T at Vi-I' Thus T' is a 
tree properly containing T, contradicting the maximality of T 

The proof of the converse, similar to that just given, is left to the 
reader. • 

Every connected complex K has a maximal tree (this is obvious when K is 
finite, and a routine Zorn's lemma argument shows it to be true in general). 
Usually, a complex has many maximal trees. 

Definition. Let K be a complex and let i?J> = {Xi: i E I} be a partition 
of Vert(K}. The quotient complex Kji?J> has vertices the subsets Xi' and 
{ X. , ... ,X" } is a simplex if there are vertices Vi. E Xi. such that {Vio' ... , Vi } 

~o q J J q 

is a simplex in K. 

Of course, one can construct a quotient complex of K modulo an equiva­
lence relation on Vert(K}, for the equivalence classes partition Vert(K}. 

EXERCISES 

11.25. Prove that a complex K is connected if and only if its i-skeleton Kl is con­
nected. 

11.26. If s is a simplex, then the complex lsi (consisting of s and all its nonempty 
subsets) is simply connected. 

11.27. Prove that the inclusion K2 c... K induces an isomorphism n(K2, v) ~ n(K, v). 
Conclude that every fundamental group arises as the fundamental group of a 

2-complex. 

11.28. Let In be the I-complex having vertices {to,···, tn} and simplexes {to,.t d, 
{t 1, t2}, ... , {tn-I' tn}. Prove that a path in a complex K of length n IS a 
simplicial map In -> K. 
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11.29. Let T be a finite tree. If v(T) is the number of vertices in T and e(T) is the 
number of edges in T, then 

v(T) - e(T) = l. 

11.30. Prove that a I-complex K is simply connected if and only if it is a tree. 

11.31. (i) Let Kbe a complex and let Tand S be trees in K. If Tn S * 0, then T u S 
is a tree if and only if Tn S is connected. 

(ii) If {1;: i e I} is a family of trees in a complex K with 1; n 1j a tree for all i 

and j, then U 1; is a tree. 

11.32. Let K be a I-complex with basepoint w, let T be a tree in K, and let (u, v) be an 
edge not in T. If 11. = 11.'(u, v)I1." and /1 = /1'(u, v)/1" are closed paths in K at w 
with a.', a.", /1', and /1" paths in T, then 11. ~ /1. 

11.33. Let G be a free group of rank 2 with basis X. Show that the graph associated 
to the Cayley graph r(G, X) is a tree. 

11.34. If qJ: K -> L is a simplicial map, then im qJ is a subcomplex of L; moreover, if 
K is connected, then im qJ is connected. 

11.35. If K is a complex and ~ = {Xi: i e I} is a partition of its vertices, then the 
natural map v: K -> K/fJJ. which sends each vertex into the unique Xi contain­
ing it, is a simplicial map. 

11.36. Let K be a connected complex, and let L be a subcomplex that is a disjoint 
union oftrees. Show that there is a maximal tree of K containing L. (Hint. Use 
Exercise 11.35.) 

Tietze's Theorem 

Tietze's theorem gives a presentation for the fundamental group of a con­
nected complex. 

Definition. If T is a maximal tree in a connected complex K, then f/(K, T) is 
the group having the presentation: 

generators: 
relations: 

all edges (u, v) in K; 
Type (a): (u, v) = 1 if (u, v) is an edge in T; 
Type (b): (u, v)(v, x) = (u, x) if {u, v, x} is a simplex in K. 

Theorem 11.31 (H. Tietze, 1908). If K is a connected complex and T is a 
maximal tree in K, then 

n(K, w) ~ f/(K, T). 

Remark. Since K is connected, different choices of basepoint w for K yield 
isomorphic groups. 

Proof. Let F be the free group with basis X = all edges (u, v) in K and let R 
be the normal subgroup generated by all relations, so that f/(K, T) = F / R. 
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Since T is a maximal tree in K, there is a unique reduced path Av in T from 
w to each v E Vert(T) - {w} = Vert(K) - {w}; define Aw = (w, w). Define a 
function f: X ~ n(K, w) by 

(u, v) f-+ [Au(U, V)A~l] 

(which is the path class of a closed path at w), and let <p: F ~ n(K, w) be the 
unique homomorphism it defines. We claim that R :::; ker <po 

Type (a): If (u, v) is in T, then the path Au(U, V)A~l lies in T, and hence 
[Au(U, V)A~l] = 1 in n(K, w), by Theorem 11.29. 

Type (b): If {u, v, x} is a simplex in K, then 

[Au(U, V)A~l] [Av(V, X)A;l] = [AJu, V)A~l Av(V, X)A;l] 

= [Au(U, v)(v, X)A;l] 

= [Au(U, X)A;l]. 

Therefore, <p induces a homomorphism <1>: ff(K, T) ~ n(K, w) with 

<1>: (u, v)R f-+ [Au(U, V)A~l]. 

We prove that <I> is an isomorphism by constructing its inverse. If e1 ... en is 
a closed path in K at w, define 

O(e1 ... eJ = e1 ••• enR E ff(K, T). 

Observe that if 0( and f3 are homotopic closed paths, then the relations in 
ff(K, T) of Type (b) show that 0(0() = O(f3): for example, if 0( = y(u, v)(v, x)o 
and f3 = y(u, x)o, where {u, v, x} is a simplex in K, then 

f3-10( = 0-1(U, xr1(u, v)(v, x)o E R. 

There is thus a homomorphism 0: n(K, w) ~ ff(K, T) given by 

0: [1'1 ... en] f-+ O(e1 ... en) = e1 .. . enR. 

Let us compute composites. If [e 1 •.• en] E n(K, w), then 

<I>(e 1 ••• enR) = <1>(1'1 R) ... <I>(enR) 

= [<p(ed··. <p(en)] 

= [Awe1 ... enA;;;l] 

= [1'1··· en], 

because Aw is a trivial path. Therefore, <1>0 is the identity. We now compute 
the other composite. If (u, v) is an edge in K, then 

0<1>((u, v)R) = 0(<p(u, v)) 

= 0([Au(U, V)A~l]) 

= AJU, V)A~l R. 
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But Au and A;;-l lie in R, since their edges do, so that 

Au(U, V)A;;-l R = Au(U, v)R = (u, v)R, 

the last equation arising from the normality of R (Exercise 2.30(ii)). The 
composite 0<l> thus fixes a generating set of ff(K, T), hence it is the identity. 
Therefore, n(K, w) ~ ff(K, T). • 

Corollary 11.32. If K is a connected I-complex, then n(K, w) is a free group. 
Moreover, if T is a maximal tree in K, then 

rank n(K, w) = I {i-simplexes in K not in T}I; 
indeed, F has a basis consisting of all [Au(U, V)A;l], where one edge (u, v) is 
chosen from each I-simplex {u, v} 1= T, and where Av is the reduced path in T 
from w to v. 

Proof. By the theorem, it suffices to examine ff(K, T). The relations of Type 
(a) show that ff(K, T) is generated by those edges (u, v) in K which are not in 
T. A smaller generating set is obtained by discarding, for each i-simplex 
{u, v}, one of the two edges (u, v) or (v, u), for (v, u)R = (u, vr1 R in ff(K, T). 

If {u, v, w} is a simplex in K, then at least two of the vertices are equal, for 
dim K = 1. Thus, the relations of Type (b) have the form: 

(u, u)(u, v) = (u, v), 

(u,v)(v,v) = (u,v), 

(u, v)(v, u) = (u, u). 

All of these are trivial: since (v, v) = 1 and (u, v) = (v, ur1, the subgroup R of 
relations is 1. Therefore, ff(K, T) is free with basis as described. • 

Here is a simple example of a complex whose fundamental group is free. 

Figure 11.4 
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Definition. If I is a set, then a bouquet of III circles is the I-complex BI 
with distinct vertices {ui , Vi: i E I} U {w} and I-simplexes {w, ud, {w, vJ, and 
{Vi' uJ for all i E I. 

Corollary 11.33. If I is a set and BJ is a bouquet of III circles, then n(BJl w) is a 
free group of rank \/1. 

Proof. It is easy to see that BI is a connected I-complex and that all the 
I-simplexes containing w form a maximal tree. Therefore, n(BI' w) is free with 
basis 

{[(w, Ui)(Ui , VJ(Vi' w)]: i E I}. • 

In Exercise 11.14, we gave a presentation of the trivial group G = 1. Using 
Tietze's theorem, we see that fundamental groups of simply connected com­
plexes produce many such examples. 

Covering Complexes 

The last section associated a group to a complex; in this section, we associate 
a complex to a group. 

Definition. Let p: K --+ K' be a simplicial map. If L' is a subcomplex of K', 
then its inverse image is 

p-l(L') = {simplexes S E K: pes) E L'}. 

It is easy to check that p-l(L') is a subcomplex of K which is full if L' is full. 
In particular, if s is a simplex in K', then the subcomplex lsi, consisting of s 
and all its nonempty subsets, is full, and so p-l(\S\) is a full subcomplex of K. 

In what follows, we will write s instead of lsi. 

Definition. Let K be a complex. A connected complex K is a covering complex 
of K if there is a simplicial map p: K --+ K such that, for every simplex s in K, 
the inverse image p-l(S) is a disjoint union of simplexes, 

p-l(S) = U Si' 
ieI 

with P\Si: Si --+ s an isomorphism for each i E I. The map p is called the projec­
tion and the simplexes Si in K are called the sheets over s. 

If K has a covering space, then K must be connected, for a projection 
p: k -t K is a surjection, and Exercise 11.34 shows that the image of a con­
nected complex is connected. 
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Notice that every simplex sin K is isomorphic to a simplex in K; it follows 
that dim K = dim K. 

The picture to keep in mind is 

s 

Figure 11.5 

EXAMPLE 11.8. Let K be the "circle" having vertices {vo, V1' v2} and 1-
simplexes {vo, vd, {V1' v2}, and {vo, V2}, and let K be the "line" having 
vertices {ti: i E Z} and 1-simplexes {ti' ti+1} for all i E Z. Define p: K -+ K by 
p(ti) = vi' where j == i mod 3. The reader may check that p: K -+ K is a 
covering complex. 

Theorem 11.34. Let p: K -+ K be a covering complex, and let w be a basepoint 
in K with p(w) = w. Given a path IX in K with origin w, there exists a unique 
path iX in K with origin wand with piX = IX. 

Remark. One calls iX the lifting of IX because of the picture 

K 

y/" j, 
I-K 

/I 

Proof. We prove the theorem by induction on n = length IX. If n = 1, then 
IX = (w, v), where s = {w, v} is a simplex; we may assume that v :F w, so that s 
is a 1-simplex. If s is the sheet over s containing W, then s = {w, v} is a 
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i-simplex, (w, fl) is an edge, and p(w, fJ) = (w, v). To prove uniqueness, sup­
pose that (w, a) is also a lifting (so that {w, a} is a i-simplex). Then {w, fl} and 
{w, a} are sheets over {w, v} that are not disjoint, contradicting the definition 
of covering complex. Therefore, a = fl. 

If n > 1, then IX = (w, v)f3, where f3 is a path of length n - 1 beginning at v. 
By the base step, there is a unique (w, fJ) lifting (w, v); by induction, there is a 
unique lifting P of f3 beginning at fl. Thus, (w, fJ)P is the unique lifting of IX 

beginning at W. • 

Lemma 11.35. Let p: K --+ K be a covering complex, and let w be a basepoint in 
K with p(w) = w. If IX and f3 are homotopic paths in K with origin w, then their 
liftings fJ. and P having origin ware homotopic and e(fJ.) = e(p). 

Proof. It suffices to prove that if (a, fl)(fl, x) is a lifting of (u, v)(v, x) and if 
s = {u, v, x} is a simplex in K, then {a, fl, x} is a simplex in K. Let s = 
{fl, a', x'} be the sheet over s containing fl and let t = {a, fl", x"} be the sheet 
over s containing a, where pfl = pfl" = v and pa = pa' = u. Now (a, fJ) and 
(a, fl") are liftings of (u, v) beginning at a, so that uniqueness of lifting gives 
fl = fl". The sheets sand t over s are not disjoint, and so s = t; that is, v = v", 
a' = a, and x' = x". A similar argument comparing s with the sheet over s 
containing x shows that x = x'. • 

Theorem 11.36. Let p: K --+ K be a covering complex, and let w be a basepoint 
in K with p(w) = w. Then p#: n(K, w) --+ n(K, w) is an injection. 

Proof. Assume that [A], [B] E n(K, w) and that P#[A] = p#[B]; that is, 
[pAJ = [pBJ. If IX = pA ~nd fJ = pB, then A = & and B ~ p. By Lemma 
11.35, a ~ fJ implies & ~ fJ; that is, A ~ B and hence [AJ = [BJ. • 

What happens to the subgroup P#n(K, w) as the basepoint is changed? 

Theorem 11.37. Let p: K --+ K be a covering complex, and let w be a basepoint 
in K with p(w) = w. If p(a) = w, then P#n(K, w) and P#n(K, a) are conj'!gate 
subgroups of n(K, w). Conversely, if H :::;; n(K, w) is conjugate to P#n(K, w), 
then H = P#n(K, a) for some i1 with p(i1) = w. 

Proof. Since i<. is connected, there is the proof of a path B from w to U. 
Then fJ = pB is a closed path at w, [fJJ E n(K, w), and the proof of Theorem 
11.27(ii) gives 

hence 
[p-1 ]p#n(K, w) [f3] = P#n(K, i1). 

Conversely, assume that H = [1X]p#n(K, W)[lXr1• If P is the lifting of a-1 
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with origin W, and if eO]) = U, then p(U) = w. By Theorem 11.27(ii), 

[p-l]n(K, w)[P] = n(K, u), 

so that P#n(K, U) = p#([p-1]n(K, w)[P]) = [IX]p#n(K, W)[IXr1 = H, as 
desired. • 

Definition. If p: K --+ K is a simplicial map and if w is a vertex in K, then 
p-1(W) is called the fiber over w. 

In the next theorem, we observe that the fundamental group G = n(K, w) 
acts on the fiber p-1(W); more precisely, p-1(W) is a right G-set. Recall that one 
can always convert a right G-set X into a left action by defining gx to be xg-1. 

Theorem 11.38. Let p: K --+ K be a covering complex and let w be a vertex in 
K. Then the fiber p-1(W) is a transitive (right) n(K, w)-set and the stabilizer of 
a point w is P#n(K, w). 

Proof. If x E p-1(W) and [ae] E n(K, w), define X[IX] = e[iX], where iX is the 
lifting of IX having origin x; since homotopic paths have the same end, Lemma 
11.35 shows that this definition does not depend on the choice of path in [IX]. 

We now verify the axioms of a G-set. The identity element of n(K, w) is 
[(w, w)]; the lifting of (w, w) with origin x is obviously (x, x) whose end is X. 
Let [IX], [P] E n(K, w), let iX be the lifting of IX having origin x, and let y = e(iX). 
If P is the lifting of P with origin y, then iXp is a lifting of IXP with origin X. By 
uniqueness of lifting, iXp is the lifting of IXP having origin x, and so X[IXP] = 
e[iXp] = e[pJ. On the other hand, X [IX] [P] = (e[iX]) [P] = HP] = e[pJ. 

Now n(K, w) acts transitively: if x, y E p-1(W), then connectivity of K shows 
there is a path A in K from x to y. If IX = pA, then [IX] E n(K, w) and X [IX] = 
e[A] = y. 

Finally, the stabilizer of a point x E p-l(W) consists of all [IX] E n(K, w) 
for which e[iX] = X. But e[iX] = x if and only if [IX] E n(K, w) if and only if 
[IX] E P#n(K, w). • 

Corollary 11.39. Let p: K --+ K be a covering complex. 

(i) If w is a basepoint in K and w E p-1(W), then 

[n(K, w): P#n(K, w)] = Ip-1(W)I. 

(ii) If wand u are basepoints in K, then Ip-l(W)1 = Ip-1(U)I. 

Proof. (i) The number of elements in a transitive G-set is the index of the 
stabilizer of a point. 

(ii) If U E p-l(U), then there is a path B in K from w to u; let P = pB. Define 
homomorphisms <1>: n(K, w) --+ n(K, U) and cp: n(K, w) --+ n(K, u) by [A] 1-+ 

[B-1 AB] and [IX] H [P-1IXP], respectively. It is easy to check that the follow-
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ing diagram commutes: 

n(K, w) n(K, u) 

~l l~ 
n(K, w) - n(K, u). 

qJ 

Since <I> and ({J are isomorphisms, it follows that the index of im p # on the left 
is equal to the index of im p # on the right. • 

We are now going to construct some covering complexes. 

Definition. Let K be a complex with basepoint wand let n be a subgroup of 
n(K, w). Define a relation on the set of all paths in K having origin w by 

if e(ex) = e(p) and [exp-1] En. 

Notation. It is easy to see that =" is an equivalence relation. Denote the 
equivalence class of a path ex by ~ex, and denote the family of all such classes 
byK". 

We now make K" into a complex. Let s be a simplex in K, and let ex be a 
path in K with o(ex) = wand e(ex) E s. A continuation of ex in s is a path p = exex', 
where ex' is a path wholly in s. Define a simplex in K" to be 

[s, ~ex] = {~p: p is a continuation of ex in s}, 

where s is a simplex in K and ex -is a path from w to a vertex in s. Thus, 
~p E [s, ~ex] if and only if there is a path ex' wholly in s with P =" exex'. 

Lemma 11.40. Let K be a connected complex, let w be a basepoint in K, and let 
n ~ n(K, w). Then K" is a complex and the function p: K" -+ K, defined by 
% H e(ex), is a simplicial map. 

Proof. Straightforward. • 

Define w = ~(w, w) E K", and choose w as a basepoint. 

Lemma 11.41. If K is a connected complex, then every path ex in K with origin 
w can be lifted to a path A in K" from w to ~ex. 

Proof. Let ex = (w, V1)(V1, v2 ) ••• (Vn-1' v), and define "partial paths" exi = 

(w, V1)(V1' V2) ... (Vi-1' Vi) for i ;;:: 1. If Si is the simplex {Vi' Vi+d, then both ~exi 
and ~exi+1 lie in [Si' ~exi]' so that (%i' %i+1) is an edge in K". Therefore, 

A = (w, %1)(%1' %2)· .. (~exn-1' ~ex) 

is a lifting of ex having origin w. • 
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Corollary 11.42. If K is a connected complex, then K" is a connected complex. 

Proof. There is a path in K" from w to every ~oc. • 

Theorem 11.43. If K is a connected complex with basepoint w, and if n ~ 
n(K, w), then p: K" ~ K is a covering complex with P#n(Kn, w) = n. 

Proof. If s is a simplex in K, then pi = pi [s, ~oc] is an isomorphism [s, ~oc] -+ s 
if and only if it is a bijection. To see that pi is an injection, suppose that 
~p, ~ E [s, ~oc] and e(f3) = p(~P) = p(~) = e(')I). Thus, p = ocP' and ')I = ocy', 
where pi and ')I' are paths wholly in s, and 

P')l-l = OCpl')l'-lOC-1 ~ ococ-1 

([OC][P'y'-1][OC-1] E [oc]n(s, e(oc»[oc-1] = 1, by Theorem 11.29). Thus, 
[p')l-l] = 1 En, p =" ')I, ~p = ~, and pi is an injection. To see that pi is a 
surjection, let v be a vertex in s and let oc' be a path in s from eeoc) to v. Define 
p = ococ', and note that p(~f3) = e(f3) = v. 

If s is a simplex in K, then it is easy to see that 

p-1(S) = U [s, ~oc] 
'oI'lXeK. 

as sets; but since s is a full subcomplex of K, its inverse image is a full 
subcomplex of K", and so it is completely determined by its vertices. To 
prove that p: K" -+ K is a covering complex, it remains to prove that the 
sheets are pairwise disjoint. If ~ E [s, ~oc] n [s, ~P], then ')I =" ococ' and ')I =" 
PP', where oc' and pi lie wholly in s. It follows that e(oc' ) = e(f3') and, as in the 
preceding paragraph, [ococ' pH P-1] = [OCP-1]. But [ococ' pH P-1] = [yy-1] = 

1 E n, so that oc =" p, ~oc = ~p, and [s, ~oc] = [s, ~p]. 
Finally, we show that P#n(K", w) = n. If oc is a closed path in K at w, then 

p: K" -+ K being a covering complex implies, by Theorem 11.34, that there is 
a unique lifting a of oc having origin w. But we constructed such a lifting A in 
Lemma 11.41, so that a = A and e(a) = e(A) = ~oc. The following statements 
are equivalent: [oc] E P#n(K", w); [oc] = EpA], where [A] E n(K", w); e(A) = 
o(A) = w; ~oc = w; [oc(w, W)-l] En; [oc] E n. This completes the proof. • 

Remark. Here is a sketch of the analogy with Galois Theory. If p: K -+ K is 
a covering complex, then a simplicial map ({J: K -+ K is called a covering map 
(or deck transformation) if P({J = p. The set Cov(K/K) of all covering maps is 
a group under composition. 

Recall that if k is a subfield of a field K, then the Galois group Gal(K/k) is 
defined as the set of all automorphisms u: K -+ K which fix k pointwise. To 
say it another way, if i: k <=+ K is the inclusion, then Gal(K/k) consists of all 
those automorphisms u of K for which ui = i. In the analogy, therefore, all 
arrows are reversed. 

Every connected complex K has a covering complex p: U -+ K with 
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U simply connected (Exercise 11.40 below), and it can be shown that 
Cov(U/K) ~ n(K, w) (note that Cov(U/K) is defined without choosing a 
basepoint). It is true that U is a universal covering complex in the sense that 
whenever q: K -+ K is a covering complex, then there is a projection r: U-+ 
K which is a covering complex of K. (One may thus regard U as the analogue 
of the algebraic closure k of a field k, for every algebraic extension of k can be 
imbedded in k.) Moreover, the function KI-+Cov(U/K) is a bijection from 
the family of all covering complexes of K to the family of all subgroups of the 
fundamental group n(K, w). For proofs of these results, the reader is referred 
to my expository paper, Rocky Mountain Journal of Mathematics, Covering 
complexes with applications to algebra, 3 (1973),641-674. 

EXERCISES 

11.37. Let p: K -+ K be a covering complex. If L is a connected subcomplex of K and 
if L is a component of p-l(L). then plL: L -+ L is a covering complex. 

11.38. (i) if p: K -+ K is a covering complex and T is a tree in K. then p-l(T) is a 
disjoint union of trees. (Hint: Show that every component of p-l(T) is a 
tree.) 

(ii) Show that there is a maximal tree of K containing p-l(T). (Hint: Use 
Exercise 11.36.) 

11.39. Let p: K -+ K be a covering complex. and suppose that there are j points in 
every fiber p-l(V). where v is a vertex in K. Show that there are exactly j sheets 
over each simplex s in K. 

11.40. (i) Every connected complex K has a universal covering space p: K -+ K; that 
is. K is simply connected. (Hint. Let 11: be the trivial subgroup of 1I:(K. w).) 

(ii) If K is a connected 1-complex, then its universal covering complex is a tree. 
(This last result may well have been the impetus for the "Bass-Serre the­
ory" of groups acting on trees (see Serre. 1980). 

The Nielsen-Schreier Theorem 

In 1921. J. Nielsen proved that every finitely generated subgroup H of a free 
group F is itself free (he also gave an algorithm deciding whether or not a 
word (X in F lies in H). In 1927, O. Schreier eliminated the hypothesis that H 
be finitely generated. There are, today, several different proofs of this theo­
rem. some "algebraic" and some "geometric." The first geometric proof was 
given by R. Baer and F.W. Levi in 1936, and this is the proof we present. 
There is another elegant geometric proof, due to J.-P. Serre (1970), using the 
notion of groups acting on trees. 

Theorem 11.44 (Nielsen-Schreier). Every subgroup H of a free group F is 
itself free. 
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Proof. If F has rank III, and if K is a bouquet of III circles, then Corollary 
11.33 allows us to identify F with n(K, w). As in Theorem 11.43, there is 
a covering complex p: KH -+ K with p",n(KH, w) = H. Now p", is an injec­
tion, by Theorem 11.36, so that H ~ n(KH' w). But dim(K) = 1 implies 
dim(KH) = 1, and so n(KH' w) is free, by Corollary 11.32. • 

Theorem 11.45. If F is a free group of finite rank nand H is a subgroup of 
finite index j, then rank(H) = jn - j + 1. 

Proof. If K is a finite connected graph, denote the number of its vertices by 
v(K) and the number of its l-simplexes by e(T). If T is a maximal tree in 
K, then veT) = v(K), by Lemma 11.30. We saw in Exercise 11.29 that 
v(T) - e(T) = 1. By Lemma 11.30, the number of l-simplexes in K - Tis 

e(K - T) = e(K) - e(T) = e(K) - v(T) + 1 = e(K) - v(K) + 1. 

If, now, B,. is a bouquet of n circles, then v(B,.) = 2n + 1 and e(B,.) = 3n. 
After identifying F with n(B .. , w), let p: KH -+ B .. be the covering complex 
corresponding to H. By Corollary 11.39, j = [F: H] = Ip-l(w)l. Therefore, 
V(KH) = jv(Bn) and, by Exercise 11.39, e(KH) = je(Bn). We compute the num­
ber of l-simplexes in KH outside a maximal tree T: 

e(KH - T) = e(KH) - v(KH) + 1 

= je(B,.) - jv(B,.) + 1 

= 3jn - j(2n + 1) + 1 

=jn - j + 1. 

Corollary 11.32 completes the proof. • 

Remark. If K is an n-complex and bi denotes the number of its i-simplexes, 
then its Euler-Poincare characteristic X(K) is If=o (-l)ibi. Thus, rank(H) = 
1 - X(KH ). 

We have shown that a subgroup H of a free group F is free; can we find a 
basis of H? 

Recall that a right transversal of a subgroup H in a group F consists of 
exactly one element chosen from each right coset Ha; denote the chosen ele­
ment by I(Ha). If F is free with basis X and if x E X, then both I(Hax) and 
I(Ha)x lie in Hax, and so the element ha,x defined by 

ha•x = I(Ha)xl(Haxf1 

lies in H (these elements should be indexed by (Ha, x), but we have abbrevi­
ated this to (a, x).) We are going to see that if a transversal of H in F is chosen 
nicely, then the set of all nontrivial ha•x is a basis of H. 

Here is a notion that arose in Schreier's proof of the subgroup theorem. 
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Definition. Let F be a free group with basis X, and let H be a subgroup of F. 
A Schreier transversal of H in F is a right transversal S with the property that 
whenever xi' xi2 ... x!" lies in S (where Xi E X and Bi = ± 1), then every initial 
segment xi' xi2 ... Xkk (for k ~ n) also lies in S. 

We will soon prove the existence of Schreier transvers~ls. 

Lemma 11.46. Let p: K --+ K be a covering complex and let T be a maximal tree 
in K. If w is a basepoint in K, then each component of p-l(T) meets the fiber 
p-l(W). 

Proof. If C were a component of p-l(T) disjoint from the fiber, then w ¢ p(C). 
There would then exist an edge (u, v) with u E p(C) and v ¢ p(C); of course, 
v E Vert(T) = Vert(K). By Theorem 11.34, this edge may be lifted to an edge 
(u, iJ), where U E C and jj ¢ C. Since jj E p-l(T), this contradicts C being a 
maximal connected subcomplex of p-l(T). • 

Theorem 11.47. Let F be afree group with basis X, and let H be a subgroup of 
F Then there exist Schreier transversals of H in F and, given any such Schre­
ier transversal S = {1(Ha) : a E F}, then the set of all those ha,x, where x E X, 
which are distinct from 1, form a basis of H, where 

ha,x = I(Ha)xl(Hax)-I. 

Proof.5 Identify F with n(K, w), where K is a bouquet of circles, and let T be 
a maximal tree in K. Let p: KH --+ K be the covering complex corresponding 
to H and choose some W E p-l(W) as the basepoint in K H . 

Let f be a maximal tree in KH containing p-I(T) (whose existence is 
guaranteed by Exercise 11.38(ii)). For each vertex Yin KH , there is a unique 
reduced path Ay in f from w to V. In particular, there are such paths for every 
V E p-l(W), and P#[Ay] E n(K, w). We claim that the family 

S={I}u{allp#[Av]:VEp-l(w) and Avnotinp-I(T)} (1) 

is a right transversal of H in n(K, w). Given a coset H[tx], let fi be the lifting 
of tx having origin W. If V = e(fi), then V E p-I(W) and [fiAyl] E n(KH' w). 

Applying P# gives [tx]p#[Ayl] E P#n(KH' w) = H, and so H[tx] = Hp#[Ay], 
as desired. If V and U are distinct vertices in rl(w), then Hp#[Av] =I­
Hp# [Au]. If, on the contrary, P# [Av]p# [A.ur l E H = im P#' then there is a 
closed path A in KH at IV with pAv ~ pApAu. But, Av and AAu are, respec­
tively, the liftings of pAv and pApAu beginning at IV, and Lemma 11.35 gives 
V = U, a contradiction. 

We now show that S is a Schreier transversal. Subdivide Ay into subpaths: 
Ay = A 1 A2 ".An , where each Ai contains exactly one edge not in p-l(T) (if 

5 There is a simple algebraic proof of the existence of Schreier transversals. Define the length 
d(Hg) of a coset as the minimum of the lengths of its representatives. One proves, by indu~tion 
on n ;::>: 0, that if d(Hg) ~ n, then Hg contains a representative every initial segment of which IS 

also a representative (of cosets of smaller lengths). However, an algebraic proof that the non­
trivial ha,x form a basis of H is harder than a geometric proof. 
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Figure 11.6 

there is no such subdivision, then AV lies wholly in p-l(T) c T and p#[AV] = 
1). If Ui = e(Ai), then Ui lies in some component Ci of rl(T). By Lemma 
11.46, there is a vertex Vi E Ci n p -1 (w) and, since Ci is a tree, there is a unique 
reduced path Pi in Ci from Ui to Vi. Consider the new path D1 D2 ••• Dn, where 
Dl = A 1 Pi' and Di = Pi~\ AiPi for i ;;::: 2; of course, Av ~ Dl D2 ... Dn. For each 
i, the initial segment Dl D2 .•. Di is a path in the tree T from w to Vi· Since Av. 
is also such a path, these paths are homotopic: [AvJ = [D1D2 •.• D;J, and so 
p # [DID2 ... Dd lies in S for all i. But Exercise 11.32 shows that each pDi 
determines a generator (or its inverse) of n(K, w) for P# [Pi} is a path in T. 
Therefore, S is a Schreier transversal. 

By Corollary 11.32, a basis for n(KH' w) is 

{[Au(U, V)Ayl]: (U, V) ¢ T}; 

since P# is an injection, a basis of H is the family of all 

p#[Au(U, V)Ayl] = p#[D1 D2 ••• Dn ]p#[Dn+1]p#[D1 D2 ••• Dn+1rl, 

where (U, V) is an edge corresponding to a 1-simplex {U, V} not in f, and 
Dn+1 ~ P( U, V)P' for paths P and P' having all edges in t. Hence, each 
P# [Dd EX U X-I, and so P# [AU(U, V)AV1 } has the form ha,x. 

We have shown that every subset of F of the form (1) is a Schreier trans­
versal that gives rise to a basis of H. Finally, if S is a given Schreier 
transversal, one can repeat the construction of such a subset: if (J E S, let jj 
be the lifting of (J starting at w; if jj ends at V, then we saw above that 
P#AV = (J. • 

Theorem 11.48. If F is a free group of rank 2, then its commutator subgroup F' 
is free of infinite rank. 

Proof. If {x, y} is a basis of F, then Lemma 11.3 shows that F / F' is free 
abelian with basis {xF', yF'}. Therefore, every right coset of F' a has a unique 
representative of the form xmyn, where m, n E 7L.. The transversal l(F' a) = 
l(F'xmyn) = xmyn is a Schreier transversal (e.g., if m and n are positive, write 
xmyn as x ... xy ... y). If n > 0, then l(F'yn) = yn while l(F'ynx) i= ynx. There­
fore l(F'yn)xl(F'y"x)-l i= 1 for all n > 0, and so there are infinitely many 
ha•x i= 1. • 
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We have seen, in a finitely generated free group F, that a subgroup of finite 
index is also finitely generated but, in contrast to abelian groups, we now see 
that there exist subgroups of finitely generated groups that are not finitely 
generated. 

EXERCISES 

11.41. Let G be a noncyclic finite group with G ';;!,.F/R, where F is free of finite rank. 
Prove that rank(R) > rank(F). 

11.42. Let G have a presentation with n generators and r relations, where n > r. Prove 
that G has an element of infinite order. Conclude that n :s; r when G is finite. 
(Hint. Map a free group on n generators onto a free abelian group on n genera­
tors, and use Exercise 10.11.) Equality n = r can occur; for example, the group 
Q of quaternions is a finite balanced group. 

11.43. Prove that a free group ofrank > 1 is not solvable. 

11.44. Exhibit infinitely many bases of a free group of rank 2. 

11.45. If F is free on {x, y}, then {x, y-l xy, ... , y-'xy', ... } is a basis ofthe subgroup 
it generates. 

11.46. Prove that a group is free ifand only if it has the projective property. 

11.47. Use Theorem 11.45 to give another proof of Lemma 7.56: if G is a finitely 
generated group and H is a subgroup of finite index, then H is finitely 
generated. 

11.48. Show that a finitely generated group G has only finitely many subgroups of 
any given (finite) index m. (Hint. There are only finitely many homomorphisms 
cp: G -+ Sm (for there are only finitely many places to send the generators of G). 
If H :s; G has index m, then the representation of G on the cosets of H is such 
a homomorphism cp, and ker cp :s; H. Apply the correspondence theorem to the 
finite group G/ker cp.) 

11.49 (M. HaU). If G is a finitely generated group and H :s; G has finite index, then 
there is K :s; H with [G: K] finite and with K char G. (Hint. If cp E Aut(G), 
then [G: cp(H)] = [G: RJ. By Exercise 11.48, there are only finitely many sub­
groups of the form cp(H); let K be their intersection.) 

11.50. If F is free and R <J F, then FIR' is torsion-free, where R' = [R, R]. (Hint 
(Rosset). First reduce to the case FIR cyclic of prime order p. Let x E F satisfy 
x P E R'; if x E R, its coset has finite order in RIR'; if x rt R, then x ¢ F' (since 
F' :s; R), and x P rt F', hence x P rt R'.) 

11.51. If F is a free group of rank;;::: 2, then its commutator subgroup F' is free of 
infinite rank. 

11.52. Let F be free on {x, y}, and define cp: F -+ S3 by cp(x) = (1 2) and cp(y) = 

(1 2 3). Exhibit a basis for ker cp. 

11.53. If F is free on {a, b, c, d}, prove that [a, b] [c, d] is not a commutator. 



388 11. Free Groups and Free Products 

Free Products 

We now generalize the notion of free group to that of free product. As with 
free groups, free products will be defined with a diagram; that is, they will be 
defined as solutions to a certain "universal mapping problem." Once exis­
tence and uniqueness are settled, then we shall give concrete descriptions of 
free products in terms of their elements and in terms of presentations. 

Definition. Let {Ai: i E I} be a family of groups. A free product of the Ai is a 
group P and a family of homomorphisms k Ai --. P such that, for every 
group G and every family of homomorphisms Ii: Ai --. G, there exists a 
unique homomorphism cp: P --. G with CPji = Ii for all i. 

P 

/1' 
A· -------+ G , Ii 

The reader should compare this definition with Theorem 10.9, the analo­
gous property of direct sums of abelian groups. 

Lemma 11.49. If P is a free product of {Ai: i E I}, then the homomorphisms ji 
are injections. 

Proof. For fixed i E I, consider the diagram in which G = Ai' Ii is the identity 
and, for k =1= i, the maps he: Ak --. Ai are trivial. 

Ai~Ai 

Then CPji = lA" and so ji is an injection. • 

In light of this lemma, the maps ji: Ai --. P are called the imbeddings. 

EXAMPLE 11.9. A free group F is a free product of infinite cyclic groups. 

If X is a basis of F, then <x) is infinite cyclic for each x E X; define 
jx: <x) 4 F to be the inclusion. If G is a group, then a function f: X --. G 
determines a family of homomorphisms fx: <x) --. G, namely, xn~ f(x}". 
Also, the unique homomorphism cp: F --. G which extends the function f 
clearly extends each of the homomorphisms fx; that is, cpj x = fx for all x E X. 

Here is the uniqueness theorem. 
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Theorem 11.50. Let {Ai: i E I} be a family of groups. If P and Q are each a free 
product of the Ai' then P ~ Q. 

Proof. Let k Ai -+ P and ki: Ai -+ Q be the imbeddings. Since P is a free 
p~o~uct of the ~i' there is a homomorphism cp: P -+ Q with CPji = ki for all i. 
SImIlarly, there IS a map t/!: Q -+ P with t/!ki = ji for all i. 

/1· 
Ai ------+ Q 

k; 

Consider the new diagram 

P 

/1'· 
Ai -----;-----+ P. 

j; 

Both t/!cp and Ip are maps making this diagram commute. By hypothesis, 
there can be only one such map, and so t/!cp = Ip. Similarly, cpt/! = l Q, and 
so cp: P -+ Q is an isomorphism. • 

Because of Theorem 11.50, we may speak of the free product P of 
{Ai: i E I}; it is denoted by 

P= * Ai; 
iEI 

if there are only finitely many A;'s, one usually denotes the free product by 

Theorem 11.51. Given a family {Ai: i E I} of groups, a free product exists. 

Proof. The proof is so similar to the proof of the existence of a free group 
(Theorem 11.1) that we present only its highlights. 

Assume that the sets At = Ai - {I} are pairwise disjoint, call (U iAn u 
{I} the alphabet, call its elements letters, and form words w on these letters; 
that is, w = a I ... an, where each ai lies in some At u {I}. A word w is reduced 
if either w = I or w = al ... an, where each letter aj E Al and adjacent letters 
lie in distinct At. Let the elements of the free product be all the reduced 
words, and let the multiplication be "juxtaposition." In more detail, assume 
that a l ... an and bi ... bm are reduced. If an and bi lie in distinct At, then 
a l ... anb i ... bm is reduced, and it is the product. If an and bi lie in the same 
At and anb i of- 1 (i.e., anb J E An then aJ ••• (anb I ) ... bm is reduced and it is 
th~ product. If an and bi lie in the same At and anbJ = 1, then cancel and 
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repeat this process for al ... an-l and b2' .. bm ; ultimately, one arrives at a 
reduced word, and it is the product. It is easy to see that 1 is the identity and 
that the inverse of a reduced word is reduced; an obvious analogue of the van 
der Waerden trick can be used to avoid a case analysis in the verification of 
associativity. • 

If P is the free product of two groups A and B, and if f: A -+ G and 
g: B -+ G are homomorphisms, then the homomorphism cp: P -+ G in the def­
inition of free product is given by 

cp(a l bl '" anbn) = f(a l )g(bd· . .f(an)g(bn)· 

Uniqueness of the spelling of reduced words shows that cp is a well defined 
function, and it is not difficult to show (as in the proof of Theorem 11.1) that 
cp is a homomorphism. 

Theorem 11.52 (Normal Form). If 9 E *iEIAi and 9 "# 1, then 9 has a unique 
factorization 

where adjacent factors lie in distinct At. 

Proof. The free product constructed in Theorem 11.51 has as its elements all 
reduced words. • 

Theorem 11.53. Let {Ai: i E I} be a family of groups, and let a presentation of 
Ai be (XiILl;), where the sets {Xi: i E I} are pairwise disjoint. Then a presenta­
tion of *iEI Ai is (U X;I U Ll;). 

Proof. Exercise 11.54 below shows that if Fi is the free group with basis Xi' 
then F = *iEIFi is the free group with basis UiEIXi' Let {ji: Ai c.... *iEIAJ 
be the imbeddings. If Ri is the normal subgroup of Fi generated by the rela­
tions Lli' and if Vi: Fi -+ Ai is a surjection with ker Vi = Ri, then the map 
cp: F -+ *iEI Ai extending all Fi -+ Ai c.... *iEI Ai has kernel the normal sub-
group generated by UiEILli' • 

One can give a second proof of the existence of free products by showing 
that the group presented by (U X;I U Ll;) satisfies the conditions in the 
definition. 

EXERCISES 

11.54. Assume that the sets {Xi: i E I} are pairwise disjoint. If Fi is the free group with 
basis Xi' then *iEIF; is the free group with basis UiE1X;. 

11.55. If a E A and bE B are nontrivial elements in A * B, then aba- 1 b-1 has infinite 
order. Conclude that A * B is an infinite centerless group. 
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11.56. Prove that every group E can be imbedded in a centerless group, and use this 
result to prove that E can be imbedded in Aut(H) for some H. 

11.57 (= 11.4). Prove that a group E has the injective property if and only if E = 1. 
(Hint (Humphreys). Show that E is not normal in the semidirect product H ~ E, 
where H is as in Exercise 11.56.) 

11.58. The operation of free product is commutative and associative: for all groups 
A, B, and C. 

and A * (B * C) ~ (A * B) * C. 

11.59. If N is the normal subgroup of A * B generated by A, then (A * B)jN ~ B 
(compare Exercise 11.5). 

11.60. Show that there is a unique homomorphism of Ai * ... * An onto Ai x ... x An 
which acts as the identity on each Ai. 

11.61. Let Ai' ... ' An' B1 , ••• , Bm be indecomposable groups having both chain 
conditions. If Ai * ... * An ~ Bl * ... * Bm, then n = m and there is a permuta­
tion (J of {1, 2, ... , n} such that Ba(i) ~ Ai for all i. 

11.62. If G' is the commutator subgroup of G = *ieIAi' then GIG' ~ LieI(AdAD 
(compare Lemma 11.3). 

Definition. The infinite dihedral group Doo is the group with presentation 

(s, *2 = 1, tst-1 = S-l). 

11.63. (i) Prove that Doo ~ Z2 * Z2. 
(ii) Prove that the Schur multiplier M(Doo) = 1. (Hint. Theorem 11.20.) 

Definition. The modular group is PSL(2, Z) = SL(2, Z)j { ± I}. 

11.64. (i) The group G with presentation (a, bla2 = b3 = 1) is isomorphic to Z2 * Z3· 
(ii) Prove that PSL(2, Z) ~ Z2 * Z3. (Hint. Exercise 2.17(ii).) 
(iii) Show that the Schur multiplier M(PSL(2, Z)) = 1. (Hint. Theorem 11.20.) 

11.65 (Baer-Levi). Prove that no group G can be decomposed as a free product and 
as a direct product (i.e., there are not nontrivial groups with A * B = G = 
C x D). (Hint (P.M. Neumann). If G = A * B and a E A and b E B are non­
trivial, then CG(ab) ~ Z; if G = C x D, choose ab = cd, for c E C# and dE D#, 
to show that CG(ab) is a direct product.) 

The Kurosh Theorem 

Kurosh proved that every subgroup of a free product is itself a free product; 
we will now prove this theorem using covering complexes. To appreciate this 
geometric proof, the reader should first look at the combinatorial proof in 
Kurosh, vol. 2, pp. 17-26. 

Theorem 11.54. Let K be a connected complex having connected subcomplexes 
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K i, i E I, such that K = UieIKi' If there is a tree Tin K with T = Kin Kjfor 
all i =f. j, then 

n(K, w):;;;; * n(Ki' Wi) 
ieI 

for vertices W in K and Wi in K i. 

Proof. For each i, choose a maximal tree 1'; in Ki containing T. By Exercise 
11.31(ii), T* = U ieI 1'; is a tree in K; it is a maximal tree because it contains 
every vertex of K. 

By Tietze's theorem (Theorem 11.31), n(Ki' Wi) has a presentation (EiIAi), 
where Ei is the set of all edges in Ki and Ai consists of relations of Type (a): 
(u, v) = 1 if (u, v) E 1';; Type (b): (u, v)(v, x)(u, xfl = 1 if {u, v, x} is a simplex 
in K i. There is a similar presentation for n(K, w), namely, (EIA), where E is 
the set of all the edges in K, and A consists of all edges (u, v) in T* together 
with all (u, v)(v, x)(u, xfl with {u, v, x} a simplex in K. Theorem 11.53 says 
that a presentation for *ieI n(Ki' Wi) is (U E;\ U AJ It follows that n(K, w):;;;; 
*ie1n(Ki, Wi), for E = UieIEi, T* = UieI 1';, and {u, v, x} lies in a simplex 
of K if and only if it lies in some K i • • 

In the next section we will prove that every group G is isomorphic to the 
fundamental group of some complex. Assuming this result, we now prove the 
Kurosh theorem. 

Theorem 11.55 (Kurosh, 1934). If H ~ *ieIAi, then H = F*(*).eAH;.) for 
some (possibly empty) index set A, where F is a free group and each H). is a 
conjugate of a subgroup of some Ai' 

Proof. Choose connected complexes Ki with n(Ki' Wi) :;;;; Ai' Define a new 
complex K by adjoining a new vertex W to the disjoint union UieI Vert(K;) 
and new I-simplexes {w, Wi} for all i E I. If T is the tree consisting of these 
new simplexes, then Theorem 11.54 gives 

n(K, w):;;;; * n(Ki U T, wJ 
iel 

But Tietze's theorem (Theorem 11.36) gives n(Ki U T, Wi) :;;;; n(Ki' Wi) :;;;; Ai for 
each i, so that 

n(K, w):;;;; * Ai' 
ieI 

Identity n(K, w) with *ieI Ai, let p: KH --+ K be the covering complex 
corresponding to the subgroup H ~ *iEI Ai, and choose WE p-l(W) with 
P#n(KH' w) = H. For each i, p-l(Ki) is the disjoint union of its components 
Kij; choose a maximal tree T;j in Kij. Define L to be the I-complex: 

L = U T;j U p-l(T). 

Finally, let T be a maximal tree in L containing U Tij (which exists, by 
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~xerci~e 11.36). Observe that f n Kij = 7;j' lest we violate the maximality of 
TijinKij' 

Consider, for all i andj, the subcomplexes Land Kij u f of K H. Clearly KH 
is the union of these, while the intersection of any pair of them is the tree f. 
By Theorem 11.54, 

n(KH' w) = n(L, w) * (t n(Kij u t, Wij)) , 

where wij E p-l(W) n Kij. Now n(L, w) is free, because dim(L) = 1. Since f is 
a maximal tree in K iJ· U f, Tietze's theorem gives n(K .. U f. w .. ) ~ n(K .. w .. ) _ _ 'J 'IJ- 'J'lJ 

for each i andj. By Exercise 11.37, plKij: Kij -+ Ki is a covering complex, and 
Theorem 11.31 shows that n(Kij, wij) is isomorphic (via (pIKij)#) to a sub­
group of n(Ki' w). Finally, Theorem 11.37 shows that this subgroup is equal 
to a conjugate of a subgroup of n(Ki' w), as desired. • 

Corollary 11.56. If G = *iEI Ai' where each Ai is torsion, then every torsion­
free subgroup of G is a free group. 

Proof. Every nontrivial subgroup of any Ai contains elements of finite 
order. • 

Corollary 11.57. If G = *ieI Ai' then every finite subgroup is conjugate to a 
subgroup of some Ai' In particular, every element of finite order in G is conju­
gate to an element of finite order in some Ai' 

Proof. Every nontrivial free product contains elements of infinite order. • 

The last corollary shows how dramatically the Sylow theorems can fail for 
infinite groups. If A and B are any two finite p-groups, then each is a Sylow 
p-subgroup of A * B; thus, Sylow subgroups need not be isomorphic, let 
alone conjugate. 

We only state the following important result of Grushko (1940) (see 
Massey for a proof using fundamental groups). If G is a finitely generated 
group, define Jl(G) to be the minimal number of generators of G. Grushko's 
theorem states that if A and B are finitely generated groups, then 

Jl(A * B) = J.L(A) + J.L(B). 

EXERCISES 

11.66. Show that if an element T E SL(2, 1) has finite order n, then n = 1, 2, 3, 4, or 6 
(see Exercise 11.64(ii)). Moreover, T is conjugate to either ± I, ± A, or ± B, 
where 

and B= . [ 0 1J 
-1 -1 
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11.67. Prove that the modular group has a free subgroup of index 6. (Hint. The kernel 
of 7Lz * 7L3 -> 7L2 X 7L3 is torsion-free.) 

11.68. Show that the commutator subgroup of the modular group is free. 

11.69. Prove that the modular group contains a free subgroup of infinite rank. 

11.70. (i) If f: A ..... G and g: B -> H are homomorphisms, prove that there is a 
unique homomorphism cp: A * B -> G * H with cplA = f and cplB = g. 

Denote cp by f * g. 
(ii) Given a group A, show that there is a functor T with T( G) = A * G and, if 

g: G -> H, then T(g) = lA * g: A * G -> A * H. 

The van Kampen Theorem 

The van Kampen theorem answers the following natural question: If a com­
plex K is the union of subcomplexes Ll and L 2 , can one compute n(K, w) = 
n(L 1 u L 2 , w) in terms of n(Ll' w) and n(L2 , w)? The key idea is to realize 
that n is a functor, and since functors recognize only complexes and 
simplicial maps (but not vertices or simplexes), the notion of union should be 
described in terms of diagrams. 

If S is a set that is a union of two subsets, say, S = A u B, then there is a 
commutative diagram (with all arrows inclusions) 

AnB ~ A 

r r 
B ~ AuB. 

Moreover, A u B is the "best" southeast corner of such a diagram in the 
following sense: given any set X in a commutative diagram 

AnB 

[ 
B ---g--+ X, 

where f and 9 are (not necessarily injective) functions agreeing on A n B, then 
there is a (unique) function cp: Au B --+ X with cplA = f and cplB = g. We 
have been led to the following definition. 

Definition. Let A, B, and C be groups, and let i: A --+ B andj: A --+ C be (not 
necessarily injective) homomorphisms. A solution (G, f, g) of the data is a 
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commutative diagram 

C ----+ G, 
9 

395 

where G is a group and f and 9 are homomorphisms. A pushout of this data 
is a solution (P,j', i') 

C --r-- P 

such that, for every solution (G, f, g), there exists a unique cp: P --+ G with 

f = cpj' and 9 = cpi'. 

If a pushout (P,j', i') of the data exists, then P is unique to isomorphism, 
for if (Q,j", iff) is another pushout, then the homomorphisms cp: P --+ Q and 
1jI: Q --+ P provided by the definition are easily seen to be inverses. 

Even though a pushout is a triple (P,j', i'), one usually calls the group P 
a pushout of the data. 

Theorem 11.58. 

(i) A pushout (P, j', i') exists for the data i: A --+ Band j: A --+ C. 
(ii) The pushout P is isomorphic to (B * C)/N, where N is the normal subgroup 

of B* C generated by {i(a)j(a- 1): a E A}. Indeed, if B has a presentation 
(XIi1) and C has a presentation (Ylr), then P has a presentation 

P = (X u YIi1 u r u {i(a)j(a- 1 ): a E A}). 

Proof. It is easy to see that (P,j', i') is a solution, where P = (B * C)/N,j'(b) = 
bN, and i'(c) = cN. 

Suppose that (G, f, g) is a solution of the data. The definition of free prod­
uct gives a unique homomorphism 1jI: B * C --+ G with IjIIB = f and IjIIC = g: 
if bE Band c E C, then ljI(bc) = f(b)g(c). For all a E A, 

ljI(i(a)j(a- 1 )) = fi(a)gj(a- 1 ) = 1, 

because fi = gj, and so N ::;; ker 1jI. Therefore, IjI induces a homomorphism 
cp: P = (B * C)/N --+ G with cpj'(b) = cp(bN) = ljI(b) = feb) and cpi'(c) = cp(cN) = 
ljI(c) = g(c). The map cp is unique because P is generated by (the co sets of) 
B u C. It is plain that P has the desired presentation. • 
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Corollary 11.59. 

(i) If i: A -+ B, j: A -+ C, and C = 1, then the pushout P of this data is P = 
BIN, where N is the normal subgroup of B generated by im i. 

(ii) If A = 1, then P ~ B * C. 

If A is an infinite cyclic group with generator x, then A * A is a free group 
of rank 2 with basis {x, y}. Obviously, it is necessary to write y for the second 
generator to avoid confusing it with x. More generally, if groups Ai have 
presentations (X;\A;) for i = 1,2, then we assume that the sets Xi are disjoint 
when we say that a presentation for Al * A2 is (Xl U X21Al U A2)' If the sets 
X 1 and X 2 are not disjoint, then new notation must be introduced to make 
them disjoint. 

Theorem 11.60 (van Kampen).6 Let K be a connected complex having con­
nected subcomplexes Ll and L2 with K = Ll U L2· If Ll (1 L2 is connected 
and w E Vert(L l (1 L2), then n(K, w) is the pushout of the data 

where ji: Ll (1 L2 y Li is the inclusion for i = 1,2. 
Moreover, if a presentation of n(Li' w) is (E;lA; u An as in Tietze's theorem 

(Ei is the set of edges in Li, A; are the relations of Type (a), and A7 are the 
relations of Type (b)), then a presentation for n(K, w) is 

(jlE l Uj2E2U1A'l ujlA'{ Uj2AZ uj2A~ u {(jle)(j2efl: e E Eo}), 

where Eo is the set of edges in Ll (1 L2. 

Remark. The hypothesis that K is connected is redundant. 

Proof. Choose a maximal tree Tin Ll (1 L2 and, for i = 1 and 2, choose a 
maximal tree Ti in Li containing T. By Exercise 11.31 (il, Tl u Tz is a tree; it 
is a maximal tree in K because it contains every vertex. Tietze's theorem gives 
the presentation n(K, w) = (EIA' u A"), where E is the set of all edges (u, v) in 
K, A' = E (1 (Tl u T2), and 

A" = {(u, v)(v, x)(u, xfl: {u, v, x} is a simplex in K}. 

There are similar presentations for both n(Li' w), as in the statement of the 
theorem. Make the sets Eland E 2 disjoint by affixing the symbols j 1 and j 2' 

6 This theorem was first proved by Seifert and found later, independently, by van Kampen. This 
is another instance when the name of a theorem does not coincide with its discoverer. 
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By Theorem 11.58(ii), a presentation for the pushout is 

U1 E1 vj2E21j1A'1 Vj1A'{ Vj2A2 vj2A; v {U1e)(j2e)-1: e E Eo}) 

The generators may be rewritten as 

j1 Eov j1(E1 - Eo) Vj2 EO vj2(E2 - Eo)· 
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The relations include j1 Eo = j2EO' and so one of these is superfluous. Next, 
Ai = E; n Ii = (E; n T) v (E; n (Ii - T)), and this gives a decomposition of 
j 1 A'l V j 2A2 into four subsets, one of which is superfluous. Further, A" = 
A'{ v A;, for if (u, v)(v, x)(u, X)-l E A, then s = {u, v, x} E K = L1 V L2, and 
hence s E L; for i = 1 or i = 2. Now transform the presentation as follows: 

(i) isolate those generators and relations involving L1 n L2; 
(ii) delete superfluous generators and relations involving L1 n L2 (e.g., delete 

all such having symbolj2); 
(iii) erase the (now unnecessary) symbolsj1 andj2' 

It is now apparent that both n(K, w) and the pushout have the same presen­
tation, hence they are isomorphic. • 

Corollary 11.61. If K is a connected complex having connected sub complexes 
L1 and L2 such that L1 v L2 = K and L1 n L2 is simply connected, then 

n(K, w) ~ n(L1' w) * n(L2' w). 

Proof. Immediate from the van Kampen theorem and Corollary 11.59(ii) . 

• 
Corollary 11.62. Let K be a connected complex having connected subcomplexes 
L1 and L2 such that L1 v L2 = K and L1 n L2 is connected. If WE 

Vert(L1 n L2) and if L2 is simply connected, then 

n(K, w) ~ n(L1' w)jN, 

where N is the normal subgroup generated by the image of n(L1 n L 2, w). 
Moreover, in the notation of the van Kampen theorem, there is a presentation 

n(K, w) = (E1IA'1 V A'{ V j1 Eo)· 

Proof. Since n(L2' w) = 1, the result is immediate from the van Kampen 
theorem and Corollary 11.59(i). • 

We now exploit Corollary 11.62. Let K be a connected 2-complex with 
basepoint w, and let 

a = e1 ... en = (w, V1)(V1, V2)'" (vn-t> w) 

be a closed path in K at w. 
Define a triangulated polygon D(a) to be the 2-complex with vertices 
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Po 

Figure 11.7 

(Po,··., Pn-1, qo,···, qn-l> r} and 2-simplexes {r, qi' qHd, {qi' qH1' PHd, 
and {qj, Pi' PHd, where 0 ~ i ~ n - 1 and subscripts are read mod n. Let 
oD(ex) denote the boundary of D(ex); that is, oD(ex) is the full subcomplex of 
D(ex) having vertices {Po, ... , Pn-1}' Define the attaching map ({J1t: oD(ex) -+ K 
by ({J1t(Pi) = Vi for all 0 ~ i ~ n - 1 (where we define Vo = w). Clearly, ({J1t 
carries the boundary path (Po, P1 )(P1' P2)' .. (Pn-1, Po) onto the path ex. 

Let K be a complex with basepoint w, let ex be a closed path in K at w, and 
let ({J1t: D(ex) -+ K be the attaching map. Let f!J' be the partition of the disjoint 
union Vert(K) u Vert(D(ex» arising from the equivalence relation which 
identifies each Pi with ({J1t(pJ Then the quotient complex Kit = (K u D(ex»jf!J' 
is called the complex obtained from K by attaching a 2-cell along IX. Notice 
that all the Pi in D(ex) have been identified with vertices of K, but the "interior" 
vertices r, qo, q1"" are untouched. Thus, if Q is the full subcomplex of Kit 
with vertices {r, qo, q1' ... }, then Q is simply connected. On the other hand, 
if we delete the vertex r, and if Q is the full subcomplex with vertices 
{qo, q1' ... }, then n(Q, qo) ~ z. 

Theorem 11.63. Let ex be a closed path at w in a complex K, and let Kit be 
obtained from K by attaching a 2-cell along ex. Then 

n(KIt' w) ~ n(K, w)/N, 

where N is the normal subgroup generated by [ex]. 

Proof. Define L1 to be the full subcomplex of Kit with vertices Vert(K) u 
{qo, ... , qn-d, and define L2 to be the full subcomplex with vertices {r, w, 
qo, ... , qn-d· Note that L1 u L2 = Kit and that L1 r. L2 is the l-complex 
with vertices {w, qo, ... , qn-d. Since there is just one reduced circuit, it 
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follows that n(L1 n L 2 , w) ~ lL. Now L 2 , being isomorphic to the full 
subcomplex of D(ex) with vertices {r, qo, ... , qn-d, is simply connected. The 
inclusion j: K ~ Ll induces an isomorphism n(K, w) --+ n(Ll' w). Define a 
function I/!: Vert(Ld --+ Vert(K) by I/!(v) = v for all v E Vert(K) and I/!(qi) = 
CPIZ(P;} for all i. It is easy to check that I/! is a simplicial map and that 
jIjJ: Ll --+ Ll is homotopic to the identity. Since n is a functor, the induced 
map I/!* is the inverse ofj*. The proof is completed by Corollary 11.62, for the 
image of the infinite cyclic group n(L1 n L 2 , w) is generated by [ex]. • 

The next construction is needed to attach a family of 2-cells. 

Definition. Let {Ki: i E I} be a family of complexes, and let Wi be a basepoint 
in Ki. The wedge VielKi is the disjoint union of the Ki in which all the 
basepoints Wi are identified to a common point b. 

For example, a bouquet of circles is a wedge of I-complexes. Theorem 
11.54 shows that n(VieIKi' b) ~ *ieln(Ki, Wi)' 

The next theorem was used in the proof of the Kurosh theorem. 

Theorem 11.64. Given a group G, there exists a connected 2-complex K with 
G ~ n(K, w). 

Proof. Let (XIA) be a presentation of G and let B be a bouquet of IXI circles 
having vertices {w, ux, VX : x E X}. If each x E X is identified with the path 
(w, UX)(UX, VX)(VX, w), then each relation in A may be regarded as a closed 
path in B at w. For example, xyx-1 is viewed as the path 

(w, UX)(UX, VX)(VX, w)(w, uY)(uY, vY)(vY, w)(w, VX)(vX, UX)(UX, w). 

For each path ex E A, let the triangulated polygon D(ex) have vertices 
{rlZ, Po, pi, ... , qo, qi, ... }, and let CPIZ: oD(ex) --+ B be the attaching map. Let 
D = VIZ El1D(ex) (in which all the vertices Po are identified to a common base­
point, denoted by Po). If o(VIZe!1D(ex)) is defined to be the full subcomplex 
with vertices all the pi, then there is a simplicial map cP: o(VlZel1 D(ex)) --+ B 
with cploD(ex) = CPIZ for all ex E A. Define K as the quotient complex of the 
disjoint union BuD in which Po is identified with wand, for all ex E A and all 
i > 0, each vertex pi is identified with ((J1Z(Pi). We have "draped" 2-simplexes 
on a bouquet of circles. Thus, 

Vert(K) = Vert(B) u (u {rlZ, qo, qi, .. · }). 
IZel1 

Let T be the tree in K with vertices {w, U X : x E X}, let QIZ be the full sub­
complex with vertices {qo, qi, ... }, and let QIZ be the full subcomplex with 
vertices {rlZ, qo, qi, ... }. Define Ll to be the full subcomplex with vertices 
Vert(B) u (UlZel1 Ve~t(QIZ)), and~define L2 to be full subcomplex w,ith ve.rtices 
Vert(T) u (U Vert(QIZ)). Each QIZ is simply connected, so that (WIth SUItable 
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basepoints #) n(L2' w) ~ n(Va Qa, #), by Theorem 11.34, and n(V Qa, #) ~ 
*a n(Qa, #) = 1, by Theorem 11.54; thus, n(L2' w) = 1. We now show that 
the inclusionj: B <=+ Ll induces an isomorphism n(B, vo) --+ n(Ll' vo)· Define 
a function t/!: Vert(Ld --+ Vert(B) by t/!(v) = v for all v E Vert(B) and t/!(qt) = 
CfJa(pn for all (X and i. It is easy to see that t/! is a simplicial map and that 
jt/J: Ll --+ Ll is homotopic to the identity. Since n is a functor, the induced 
map t/!# is the inverse ofj#. Now Ll uL2 = K and Ll nL2 = Tu(VaQa), 
so that n(L l n L 2, w) ~ n(Va Qa, #) ~ *a n(Qa, #) is free of rank IAI· 
By Corollary 11.62, n(K, w) ~ n(Ll' w)jN, where N is the image of 
n(L l n L 2, w). Therefore, n(K, w) ~ G, for they have the same presentation . 

• 
Definition. A group G is finitely presented (or finitely related) if it has a 
presentation with a finite number of generators and a finite number of 
relations. 

There are uncountably many nonisomorphic finitely generated groups, as 
we shall see in Theorem 11.73. Since there are only countably many finitely 
presented groups, there exist finitely generated groups that are not finitely 
presented. We shall give an explicit example of such a group at the end of this 
chapter. 

Corollary 11.65. A group G is finitely presented if and only if there is a finite 
connected 2-complex K (i.e., Vert(K) is finite) with G ~ n(K, w). 

Proof. By Tietze's theorem, n(K, w) is finitely presented. Conversely, if G 
is finitely presented, then the complex K constructed in the theorem is 
finite. • 

There is a construction dual to that of pushout. A solution of the diagram 

A 

j. 
B -----+ G 

(J 

is a triple (D, (X', fJ') making the following diagram commute: 
(J' 

D -----+ A 

.j j. 
B -----+ G. 

(J 

Definition. A pullback of diagram (*) is a solution (D, (x', fJ') that is "best" in 



Amalgams 401 

the following sense: if (X, rl', P") is any other solution, then there is a unique 
homomorphism e: X --+ D with rx" = rx' e and P" = P' e. 

It is easy to see that if (D, rl, P') is a pullback, then D is unique to isomor­
phism. One often abuses notation and calls the group D the pullback of 
diagram (*). Some properties of pullbacks are given in Exercises 11.75 and 
11.76 below. 

Pullbacks have already arisen in the discussion of the projective lifting 
property in Chapter 7: given a projective representation r: Q --+ PGL(n, q, 
then the pullback U of r and the natural map n: GL(n, q --+ PGL(n, q is a 
central extension which allows r to be lifted: 

U 
v 

Q ---+ 

,I I, 
GL ---+ PGL. 

" 

EXERCISES 

11.71. Prove that every finitely generated free group is finitely presented. 

11.72. Prove that every finite group is finitely presented. 

11.73. Prove that every finitely generated abelian group is finitely presented. 

11.74. Prove that a group having a presentation with a finite number of relations is 
the free product of a finitely presented group and a free group. 

11.75. Let A and B be subgroups of a group G, and let a and p be the respective 
inclusions. Show that A n B is the pullback. 

11.76. Prove that the pullback of diagram (*) always exists. (Hint. Define D = 
{(a, b)IP(b) = a(a)}::;; A x B, define a': (a, b) I--> b, and define P': (a, b)l-->a.} 

Amalgams 

Amalgams arise from the special case of the van Kampen theorem in 
which the maps j;#: n(L 1 n L 2, w) --+ n(L;, w) induced from the inclusions 
k Ll n L2 y L; (for i = 1, 2) are injections. That an inclusion L y Kneed 
not induce an injection between fundamental groups can be seen when K is 
simply connected and L is not. The advantage of this extra hypothesis, as 
we shall see, is that a normal form is then available for the elements of the 
pushout. 

Definition. Let Al and A2 be groups having isomorophic subgroups Bl and 
B2, respectively; let e: Bl --+ B2 be an isomorphism. The amalgam of Al and 
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A2 over 8 (often called the free product with amalgamated subgroup) is the 
pushout of the diagram 

where i and j are inclusions. 

Recall that push outs are the diagrammatic version of unions. 
We proved in Theorem 11.58 that the amalgam exists: it is (Al * A 2 )jN, 

where N is the normal subgroup of Al * A2 generated by {b8(b- l ): b E Bd; 
moreover, any two pushouts of the same data are isomorphic. We denote the 
amalgam by 

Al *0 A2 

(a less precise notation replaces the subscript 8 by the subscript Bd. An 
amalgam, as any pushout, is an ordered triple (Al *0 A 2 , Al , A2 ); the maps 
Ai: Ai --> Al *0 A2 are given, as in Theorem 11.58, by ai H aiN. 

It is clear that each b E Bl is identified in Al *0 A2 with 8(b); it is not clear 
whether other identifications are consequences of the amalgamation. For 
example, is it obvious whether the maps Ai are injections? Is it obvious 
whether A 1 *0 A2 "# 1? These questions can be answered once we give a more 
concrete description of an amalgam in terms of its elements. 

For each i = 1,2, choose a left transversal of Bi in Ai subject only to the 
condition that the representative of the coset Bi is 1. For a E Ai, denote the 
chosen representative of aBi by l(a), so that a = l(a)b for some uniquely deter­
mined b E Bi (depending on a). 

Definition. A normal form is an element of Al * A2 of the form 

l(a l )1(a2)' . . l(an)b, 

where b E Bl , n ~ 0, the elements l(a) lie in the chosen transversals of Bi in 
Aij ' and adjacent l(a) lie in distinct Ai' j 

In the special case that Bl (and hence B2) is trivial, the amalgam is the free 
product and every reduced word is a normal form. 

Theorem 11.66 (Normal Form). Let Al and A2 be groups, let Bi be a subgroup 
of Ai for i = 1, 2, and let 8: Bl --> B2 be an isomorphism. Then for each element 
wN E Al *0 A 2, there is a unique normal form F(w) with wN = F(w)N. 

Proof. By Theorem 11.58, Al *0 A2 = (Al * A2)/N, where N is the normal 
subgroup of Al * A2 generated by {b8(b- l ): bE Bd. Each coset of N has a 
representative w = Xl Yl ... XnYn in the free product, where Xi E Al , Yi E A2, 



Amalgams 403 

and only Xl or Yn is allowed to be 1. We now give an algorithm assigning a 
normal form F(w) to each coset wN in the amalgam such that F(w)N = wN. 

Let w = X1Y1. If Y1 = 1, then Xl = l(x1)b = F(w), where b E B1, and we are 
done. If Xl = 1, then w = Y1 = I(Ydb for b E B2 and so I(Y1)8-1(b) = F(w) is 
a normal form in wN. If Xl #- 1 and Y1 #- 1, then 

but z = 8(b)Y1 E A2, so that z = l(z)b2 for some b2 E B2. Therefore, 

X1Y1 = l(xdl(z)b2 = l(x1)I(z)8-1(b2) in A1 *0 A2, 

and the last element is a normal form F(w) in wN. This procedure can be 
iterated, ending with a normal form. (Observe that the penultimate step 
produces a last factor b lying in either B1 or B2; if b E B1, one has a normal 
form; if bE B2, then it must be replaced by 8-1 (b) E B1.) 

The van der Waerden trick will prove uniqueness of this normal form by 
constructing a homomorphism <I> with domain A1 *0 A2 which takes different 
values on different normal forms: if F(w) #- F(w'), then <I>(F(w)N) #­
<I>(F(w')N). Let M be the set of all normal forms; by Theorem 11.52, different 
normal forms have different spellings. If a E Ai' define a function lal: M ~ M 
by 

lal (l(adl(a2)·· .l(an)b) = F(al(adl(a2)·· .l(an)b) 

(if a and l(a1) lie in distinct Ai' then l(a1 )1(a2) ... l(an)b and also 
al(a1)I(a2) ... I(an)b have the form X1Y1 ... XnYn, and the algorithm F can be 
applied; if a and l(a1) lie in the same Ai' then the algorithm applies to 
[al(a1)] l(a2) ... l(an)b). Clearly 111 is the identity function on M, and 
consideration of several cases (depending on where initial factors live) shows 
that if a, a' E A1 U A2, then 

lal 0 la'i = laa'l· 

Therefore, la-1 1 = lal-1 and each lal is a permutation of M. If SM is the group 
of all permutations of M, then aH lal is a homomorphism Ai ~ SM for 
i = 1,2. In particular, if bE B1 ~ A1, Ibl: M ~ M is defined and Ibl = 18(b)l. 

The defining property of free product allows us to assemble these two 
homomorphisms into a single homomorphism 

<p: A1 * A2 ~ SM 

with <p(I(ad1(a2) ... l(an)b) = Il(a1)1 0 Il(a2)1 0 ••. 0 Il(an)1 0 Ibl. For all b E B1, 
Ibl = 18(b)1 gives b8(b-1) E ker <p, and so <p induces a homomorphism 

<1>: A1 *0 A2 = (A1 * A2)/N ~ SM by 

<I>(I(adl(a2) ... 1(an)bN) = <p(I(a1)I(a2) ... l(an)b) 

= Il(a1)1 0 Il(a2)1 0···0 Il(an)1 0 Ibl. 

Now Il(adl 0 Il(a2)1 0···0 Il(an)1 0 Ibl(l) = l(a1)I(a2) .. ·I(an)b; that is, 
<I>(wN): 1 H F(w). Thus, if G(w) were another normal form in wN, then 
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<I>(wN): 11-+ G(w), and so G(w) = F(w). Therefore, for each element wN of the 
amalgam, there is a unique normal form F(w) with wN = F(w)N. • 

Theorem 11.67. Let Al and A2 be groups, let Bl and B2 be isomorphic 
subgroups of Al and A2, respectively, and let (): Bl ..... B2 be an isomorphism. 

(i) The (pushout) homomorphisms Ai: Ai ..... Al *0 A2 are injections for i = 1,2. 
(ii) If A; = Ai(Ai), then <A~, A~) = Al *0 A2 and A'l n A~ = Al (Bl ) = A2(B2)· 

Proof. . (i) If ai E Ai is not 1, then F(ai) # 1 and <I>(aiN) # 1; but 
<I>(a;N) = <l>A;(ai) # 1 implies Ai(ai) # 1, and so Ai is an injection. 

(ii) It follows from Al *0 A2 = (Al *A2)/N that <A~, A~) = Al *0 A2· If 
u E A'l n A~, then there are ai E Ai with alN = u = a2N. Now F(al) = l(al)b 
and F(a2) = l(a2)b', so that the uniqueness of the normal form gives 
l(a l ) = l(a2) and b = b'. But l(a l ) = l(a2) can occur only when both are 1, lest 
we have equality of the distinct normal forms l(adl(a2) and l(a2)I(ad. Hence 
bN = al N = u = a2N = b' N, and u E Al (Bd = A2(B2). For the reverse 
inclusion, it is easy to see that if bE Bl , then bN E A~ n A~. • 

In view of the last theorem, it is customary to regard the elements of 
Al *0 A2 as normal forms and the maps Ai as inclusions. The statement of 
Theorem 11.67 now simplifies to <Al , A2) = Al *0 A2 and Al n A2 = Bl = 
B2 • This is the point ofview taken in the next corollary. 

Corollary 11.68. Let E ~ Al *0 A2 have amalgamated subgroup B. If Yl'"'' 
Yr E E with Yj E Aij , where ij # ij+l , and if Yj ¢ B for all j, then Yl'" Yr # 1. 

Proof. Immediate from the normal form theorem. • 

Theorem 11.69 (Torsion Theorem). An element in Al *0 A2 has finite order if 
and only if it is conjugate to an element of finite order in Al or in A2. 

Proof. This follows easily from the normal form theorem. • 

We are now going to apply amalgams to prove some imbedding theorems, 
The following two theorems are due to G. Higman, B.H. Neumann, and 
Hanna Neumann. 

Theorem 11.70 (Higman, Neumann, and Neumann, 1949). Let G be a group 
and let ({J: A ..... B be an isomorphism between subgroups A and B of G. The,t 
there exists a group H containing G and an element t E H with 

for all a E A. 

Proof. Let <u) and <v) be (disjoint) infinite cyclic groups, and define group!; 

Kl = G*<u) and K2 = G*<v). 
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If Ll = <G, uAu-1) :::;; K 1, then 

Ll ~ G*u-1Au, 

for there can be no equation in K l' a fortiori in L 1, of the form 

glu-lalug2u-la2u ... gnu-1anu = 1. 

Similarly, if L2 = <G, vBv- 1 ):::;; K 2 , then 

L2 ~ G * V-I Bv. 
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By Exercise 11.70, there is an isomorphism 8: Ll --+ L2 with 81G the identity 
and 8(u-1 au) = V-I cp(a)v. 

Define H = Kl *0 K 2 • By Theorem 11.67, H contains a subgroup isomor­
phic to Ll (and G :::;; Ll)' For each a E A, u-1 au = V-I cp(a)v, so that if t E H is 
defined by t = uv-l, then 

C 1 at = cp(a) for all a E A. • 

If G is a countable group, then G is a homomorphic image of a free group 
F of countable rank: G ~ FIR. By Theorem 11.48, F can be imbedded in a 
free group F* of rank 2. Were R a normal subgroup of F* (it is not!), then 
G = FIR would be imbedded in a group F*IR having two generators. This 
proof is fictitious, but the theorem is true. 

Theorem 11.71 (Higman, Neumann, and Neumann, 1949). Every countable 
group G can be imbedded in a group H having two generators. 

Remark. This follows from Exercise 3.28 when G is finite. 

Proof. Let go = 1 and let go, gl' ... , gn"" be a list of all the elements of G. 
Let H = G * F, where F is free with basis {x, y}. Consider the subgroups of 
H: 

A = <y, X-I yx, ... , x-nyxn, ... ) 

and 
B = <x, gly-l xy, ... , gny-nxyn, ... ). 

Now A is free with basis the displayed generators, by Exercise 11.45, and the 
map cp: A --+ B given by 

for all n ~ ° 
is easily seen to be an isomorphism. Theorem 11.70 gives a group Hfl 
containing H and an element t E Hfl such that 

for all a E A. 

We claim that <y, t) :::;; Hfl contains G, and this will complete the proof. Now 
x = cp(y) = C 1 yt E <y, t). Moreover, C 1 x-nyxnt = cp(x-nyxn) = gny-nxyn, 
and this shows that gn E <x, y, t) = <y, t) for all n ~ 1. • 
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Corollary 11.72. If G is a countable group, then there is a 2-generator group E 
containing it such that, for all n ~ 1, E contains an element of order n if and 
only if G contains an element of order n. 

Proof. Observe, in the proof of Theorem 11.71, that the 2-generator group 
containing G is obtained in two steps. First, we formed the amalgam H = 
G *", F, where F is free. By the torsion theorem (Theorem 11.69), the only 
integers n which are orders of elements of finite order in H are those arising 
from G. The second step uses Theorem 11.70, where the ultimate group is a 
subgroup of an amalgam Kl *6 K 2 , where each K; ~ H * Z, and the torsion 
theorem applies again. • 

Theorem 11.73 (B.H. Neumann, 1937). There are uncountably many non­
isomorphic finitely generated groups. 

Proof(Schupp). If S is a set of primes, define G(S) = Lpes Zp; as in Corollary 
11.72, let H(S) be a 2-generator group containing G(S) which has an element 
of prime order p if and only if pES. It follows that if T is a subset of the 
primes, then T:F S implies H(T) 'f:. H(S), for there is a prime p in T that is 
not in S (or vice versa); thus H(T) has an element of order p and H(S) does 
not. As there are uncountably many subsets of the primes, there are thus 
uncountably many nonisomorphic 2-generator groups. • 

EXERCISES 

11. 77 (Schupp). Prove that Corollary 11.68 implies the normal form theorem (Theo­
rem 11.66). 

11.78. For every torsion-free group G, there exists a (necessarily simple) group H 
containing G which has exactly two conjugacy classes. (Compare Exercise 3.4.) 

11.79. Prove that there exists a 2-generator group G which contains an isomorphic 
copy of every countable abelian group. (Hint. Exercise 10.29.) 

11.80. Prove that there is a 2-generator group containing an isomorphic copy of 
every finite group. 

11.81. Prove that a finitely presented group can be imbedded in a finitely presented 
group having two generators. 

11.82. Consider the diagram 

A2 

If Ai and A z are finitely presented and if B is finitely generated, then the 
pushout is finitely presented. 
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HNN Extensions 

There is another construction, closely related to amalgams, that we will use 
in the next chapter to prove that there exists a finitely presented group having 
unsolvable word problem. 

We adopt the following notation. If a group G has a presentation (XIA), 
then 

GO = (G; YIA') 

denotes the group with presentation (X u YIA u A'), where it is understood 
that X and Yare disjoint. In particular, if Y = 0, then we are merely 
adjoining additional relations to G, so that Go. is a quotient of G. For 
example, in the notation of Theorem 11.58, the pushout P has the presenta­
tion (B * CI i(a)j(a-l ), a E A). 

Definition. Let G be a group with isomorphic subgroups A and B, and let 
cp: A -+ B be an isomorphism. Then the group having the presentation 

(G; pip-lap = cp(a) for all a E A) 

is called an HNN extension of G; it is denoted by G n" A or, less precisely, by 
G n A. The group G is called the base and the generator p is called the stable 
letter of G n" A. 

The next theorem shows that HNN extensions appear in Theorem 11.70 of 
Higman, Neumann, and Neumann. 

Theorem 11.74. The subgroup (G, t) ::s; Kl *8 K2 in Theorem 11.70 is an HNN 
extension with base G and stable letter t. 

Proof. Let us recall the notation of Theorem 11.70. Begin with a group G and 
two subgroups A and B isomorphic via an isomorphism cp: A -+ B. Let Kl = 
G * (u), K2 = G * (v), Ll = (G, u-l Au) ::s; G * (u), L2 = (G, v-l Bv) ::s; 
G * (v), and 0: Ll -+ L2 the isomorphism which carries each g E G into itself 
and which sends u-lau into v-lcp(a)v. If a presentation of G is (XIA), then 
Theorem 11.58(ii) says that a presentation ofthe amalgam Kl *8 K2 is 

(X, u, viA, u-l au = v-lcp(a)v for all a E A). 

As t = uv- l , we see that a presentation for (G, t) is 

(X, tlA, C l at = cp(a) for all a E A); 

that is, (G, t) is an HNN extension with base G and stable letter t. • 



408 11. Free Groups and Free Products 

Note the resemblance between amalgams and HNN extensions. Both be­
gin with a pair of isomorphic subgroups; the amalgam is a group in which the 
two subgroups are made equal; the HNN extension is a group in which the 
two subgroups are made conjugate. This observation is important in further 
study (see Dicks and Dunwoody, Lyndon and Schupp, Serre (1980), and 
Stallings). 

Here is a geometric context in which HNN extensions arise. Consider a 
connected topological space X with homeomorphic disjoint subspaces A and 
B, and let <p: A ~ B be a homeomorphism. We are going to "add a handle" 
to X. Define a new space Xn as the quotient space of the disjoint union 
X u (A x I) (where I is the closed unit interval) by identifying each a E A with 
(a, 0) and each <p(a) with (a, 1). The picture is as shown in Figure 11.8. 

This construction can be carried out for complexes: the role of the closed 
unit interval I is played by the I-simplex (also denoted by I) having two 
vertices 0 and 1. If we denote the vertices in Vert(A x I) by a x 0 and a x 1, 
where a E Vert(A), then A x I is made into a complex by "triangulating" it: if 
dim (A) = n, then dim(A x I) = n + 1 and its (n + I)-simplexes are defined to 
be all subsets of the form 

{ao x 0, ... , ai x 0, ai x 1, ... , an xl}, 

where {ao, ... , an} is an n-simplex in A and 0 :$; i :$; n. Notice that if {a, b} 
is a I-simplex in A, then A x I has edges (a x 0, a xl), (b x 0, b xl), 

Figure 11.8 
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(a x 0, b x 0), (a x 1, b x 1), and (a x 0, b x 1). It follows easily that A x I 
is connected if A is connected. 

For example, the cartesian product I x I has 2-simplexes pictured below. 

(0, 1) (1, 1) 

[2] 
(0,0) (1,0) 

Remark. If IY. = (w, a1 ) ••• (an' w) is a closed path in A, then IY. x ° and IY. x 1 
are closed paths in A x I, where IY. x i = (w x i, a 1 x i) ... (an x i, w x i) for 
i E {O, I}. Moreover, if {3 is the edge (w x 1, w x 0), then 

rJ. X ° ~ {3-1(1Y. X I){3. 

It is now easy to show that the injection j: A -+ A x I, given by a ~ a x 0, 
induces an isomorphism 

j#: n(A, w) ~ n(A x I, w x 0). 

Definition. Let A and B be disjoint subcomplexes of a connected complex 
K, and let cp: A -+ B be an isomorphism. The complex obtained by adding 
a handle to K is 

Kr! = (K u (A x I))/~ 

where f!jJ identifies a E Vert(A) with a x ° and cp(a) with a x 1. 

Theorem 11.75. Let K be a connected complex with disjoint isomorphic sub­
complexes A and B; let WE Vert(A) be a basepoint, and let cp: A -+ B be an 
isomorphism. If Kr! is obtained from K by adding a handle according to this 
data, then n(Kr!, w) is an HNN extension with base n(K, w). 

Remark. It is this result that suggests the notation G n A for HNN exten­
sions. 

Proof. Since K is connected, there is a path y in K from w to cp(w); since A, 
hence A x I, is connected, there is a path {3 in the handle from cp(w) to w. 
Define H as the union of y and the handle (regard a path as the I-complex 
consisting of its edges and their vertices); note that K u H = Kr! and 
KnH = AuBuy. 

The van Kampen theorem (which applies because K n H is connected) 
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Figure 11.9 

shows that n(Kn, w) is the pushout of the diagram 

n(A u Buy, w) - n(H, w). 

I 
n(K, w) 

Since A (\ (B u 1') = 1', which is simply connected, Corollary 11.61 gives 
n(A u Buy, w) ~ n(A, w) * n(B u 1', w). Now H = y{3 u (H - 1'), so that 
n(H, w) ~ n(H - 1', w) * n(y{3, w), by Corollary 11.61. As A and B are disjoint, 
H - l' ~ A x I, where A is identified with A x 0 and B is identified with 
A x 1. Thus, each closed path rx at w in A is identified with the closed path 
rx x 0 at w x O. By the remark above, 

rx x 0 ~ {3-1(rx x 1){3 ~ {3-1y-1(y(rx x 1)'l'-1)y{3, 

where y(rx x 1)1'-1 is a closed path at w x 0 in Buy. But rx x 1 = CfJ#rx (be­
cause a = CfJ(a) in K n), so that rx = rx x 0 ~ (y{3f1YCfJ#rxy-1(y{3). Since y{3 is a 
loop, 

n(H, w) ~ n(H - 1', w) * n(y{3, w) ~ n(A x I, w) * (t), 
where t = [y{3] is a generator of the infinite cyclic n(y{3, w). Finally, the injec­
tionj: a H a x 0 induces a isomorphism 

j #: n(A, w) ==+ n(A x I, w x 0). 

Thus, n(H, w) ~ n(A, w) * (t), and [rx] = t-1 CfJ#[rx]t, where CfJ#: n(A, w) ~ 
n(B u 1', w) is induced by the isomorphism CfJ. Now use the presentation given 
in van Kampen's theorem. • 
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Notice that the definition ofHNN extension involves two isomorphic sub­
groups A and B of a group G. In contrast to the geometric situation in 
Theorem 11.75, there is no hypothesis that the subgroups be disjoint in any 
sense; indeed, A = B is allowed. 

We are going to generalize the definition of HNN extension so that it 
involves a set of stable letters. 

Definition. Let a group E have a presentation (XILl), and let {Pi: i E I} be a 
nonempty set disjoint from X. Assume that there is an index set J and, for 
each i E I, there is a family {aij, bi/j E J} of pairs of words on X. Then the 
group En has a presentation with base E and stable letters {N i E I} if 

En = (E; Pi' i E IIpi1 aijPi = bij for all i, j). 

We allow aij and bij to be 1 so that the number of "honest" relations 
involving Pi (i.e., both aij and bij distinct from 1) may be distinct from the 
number of honest relations involving Pk for some k #- i. 

Lemma 11.76. If En has a presentation with base E and stable letters 
{N i E I}, then <Pi: i E I) :s; En is a free group with basis {Pi: i E I}. 

Proof. Let {Zi: i E I} be a set and let F be the free group with basis {Zi: i E I}. 
If E has the presentation E = (XILl), then En has the presentation 

En = (X, Pi' i E IILl, pi1aijPi = bij for all i,j). 

Define a homomorphism cP: En -+ F by cp(x) = 1 for all x E X and CP(Pi) = Zi 
for all i; note that cP is well defined because it sends all the relations into 1. 
The lemma now follows from Exercise 11.8. • 

Notation. Let En have a presentation with base E and stable letters {N i E I}. 
For each i, define two subgroups of E: 

Ai = <aij:j E J) and Bi = <bij:j E J); 

now define 
A = <UA) and B = <UB). 

Definition. A group En having a presentation with base E and stable letters 
{N i E I} is an HNN extension if, for each i, there is an isomorphism 
CPi: Ai -+ Bi with CPi(aij) = bij for all j. 

If there is only one stable letter p, then we can recapture the original 
definition of HNN extension by setting {aj : j E J} = A (there is now no need 
to have the first index i) and bj = cp(a) for allj. 

EXAMPLE 11.10. If E is a group and F is a free group with basis {Pi: i E I} then 
E * F is an HNN extension of E with stable letters {Pi: i E I}. 
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This is the "trivial" example in which all aij and bij are 1; of course, EO. = 

E x (t) 2:' E x 7L in this case. 

EXAMPLE 11.11. If E = (XIA) and EO. = (E; tlC1Wit = Wi' i E I), where the Wi 
are words on X, the EO. is an HNN extension with base E and stable letter t. 

In this case, A = B = (Wi' i E I), and the isomorphism ({J: A --+ B is the 

identity. 

EXAMPLE 11.12. Let E be the free group with basis {w, x}, and let EO. have the 
presentation 

EO. = (w, x, y, zly-lxy = w, y-lw-lxwy = xw-l, z-lwxz = w). 

Now EO. has a presentation with base E and stable letters {y, z}. The various 
subgroups are: Ay = (x, w-lxw); By = (w, xw-l ); Az = (wx); Bz = (w). 
There is an isomorphism ({Jy: Ay --+ By with x r--+ wand w-l xw r--+ xw-l, 
because both groups are free with bases the displayed generating sets; there is 
also an isomorphism ({Jz: Az --+ Bz with wx r--+ w, because both Az = (wx) and 
Bz = (w) are infinite cyclic. It follows that EO. is an HNN extension with base 
E and stable letters {y, z}. 

There are two natural questions about an HNN extension EO. of E. Is E 
imbedded in En? Is there a normal form for the elements of En? 

The next lemma shows that an HNN extension with several stable letters 
can be viewed as the end result of a sequence of HNN extensions, each 
involving a single stable letter. 

Lemma 11.77. If EO. is an HNN extension of E with stable letters {Pl'···' Pn}, 
then there is a group E~ which is an HNN extension of E with stable letters 
{Pl' ... , Pn-l} such that EO. is an H N N extension of E~ with stable letter Pn. 

Proof. Define 

E~ = (E; Pl' ... ' Pn_llpilaijPi = bii , 1 ~ i ~ n - 1,j E J). • 

Theorem 11.78. If EO. is an HNN extension with base E and stable letters 
{Pl' ... , Pn}, then E can be imbedded in EO.. In particular, if A and Bare 
isomorphic subgroups of a group E and if cp: A --+ B is an isomorphism, then 
E ~ En~A. 

Proof. We prove the theorem by induction on the number n of stable letters. 
If n = 1, the result follows from Theorem 11.74. For the inductive step, the 
lemma gives EO. an HNN extension with base E~ and stable letter Pn- The 
inductive hypothesis gives E ~ E~, and the step n = 1 gives E~ ~ EO.. • 
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Corollary 11.79. If K is a connected complex with basepoint wand if Kn is 
obtained from K by adding a handle, then 

n(K, w) :::;; n(Kn, w). 

Here is a sharper version of Theorem 11.71. 

Corollary 11.80. Every countable group G can be imbedded in a 2-generator 
group H = (t, y) in which both t and y have infinite order. 

Proof. Let F be a free group with basis {x, y}. Enumerate the elements of 
G: go = 1, gl'.··' gn' ... ' and define 

H = (G*F; tit-1x-nyxnt = gny-nxyn, n ~ 0). 

The group H thus has a presentation with base G * F and stable letter t. In 
the proof of Theorem 11.71, we saw that 

A = (y, x-1 yx, ... , x-nyxn, ... ) 

and 
B = (x, gly-1 xy, ... , gny-nxyn, ... ) 

are each free with bases the displayed generators; there is thus an isomor­
phism rp: A --+ B with rp(y) = x and rp(x-n yxn) = gny-nxyn for all n ~ 1. 
Therefore, H is an HNN extension of G * F, so that G :::;; G * F :::;; H, and 
G:::;; (t, y) :::;; H, as in the proof of Theorem 11.71. Finally, y E F :::;; H has 
infinite order, for F is free, while t has infinite order, by Lemma 11.76. • 

Notation. Let F be a free group with basis X, let N be a normal subgroup of 
F, and let G = FIN. If wand w' are (not necessarily reduced) words on X, 
then we write 

w=ol inG 

if wN = w' N in FIN. We write 

w=w' 

if wand w' have exactly the same spelling. 

For example, if X = {a, b, c}, w = ac and w' = abb-1c, then w = w' in G 
(even in F), but w =1= w'. 

In this new notation, if w is a word on X = {Xl' ... ' xn}, then a word P is 
a sub word of w if there are possibly empty words a and y with w = apy. A 
word w involves XI if either Xi or xi1 is a subword of w. 

Definition. Let En be an HNN extension with base E = (XIA) and stable 
letters {Pi: i E I}. A pinch is a word ofthe form 



414 11. Free Groups and Free Products 

where 9 is a word on X such that the element pf9Pie lies in Ai:::; A if e = -1 
or the element pf 9Pie lies in Bi :::; B if e = + 1. 

Theorem 11.81 (Britton's Lemma, 1963). Let En be an H N N extension with 
base E = (XILl) and stable letters {Pi: i E I}. If w is a word with w = 1 in En 
and which involves at least one stable letter, then w has a pinch as a subword. 

Proof(Schupp). Assume first that there is only one stable letter P1 = p, so that 
the presentation of En is 

En = (X, pill, p-1 ajp = bj,j E J). 

Let A and B be isomorphic subgroups of E, and let (f): A -+ B be an isomor­
phism, so that the presentation may be rewritten 

En = (X, pill, p-1ap = (f)(a), a E A). 

We may assume that 

where n ~ 1, each ei = ± 1, and the 9i are (possibly empty) words on X. 
As in Theorem 11.67, we view the amalgam K1 *0 K2 (where K1 = 

E * <u), K2 = E * <v» as having amalgamated subgroup H = K1 n K2 = 
<E, u-1 Au) = <E, v-1 Bv) satisfying u-1au = v-1(f)(a)v for all a E A. By 
Theorem 11.74, En can be identified with (E, p) :::; K 1*IJK 2, where p = uv- 1. 

We are going to use the normal form theorem for elements in amalgams, as 
given in Corollary 11.68. 

Return to the word w. Since p = uv- 1 , 

W == 9o(UV-1 Y'91 (uv- 1 )e2 92(UV-1 )e'93'" (uv- 1 yn 9n' 

where 9i E E. Reassociate w according to the following instructions: assume 
that e1 , ••. , ei have the same sign, but that ei+1 has opposite sign. If e 1 > 0, 
reassociate 

as 
(90U)V-1(91 u)v-1 ... (9i-1 u)(v-1 9iV)U-1; 

if e1 < 0, interchange the symbols u and v in the last expression; continue this 
rewriting process if ei+1, ... , ek have the same sign and ek+1 has opposite sign, 
until all of w has been reassociated according to this scheme. Note that there 
are conjugates V-19iV or U-19iU wherever exponents change sign, and that 
adjacent factors (in the new association) lie in distinct K i • Since w = 1 in the 
amalgam, by hypothesis, Corollary 11.68 says that at least one of the factors 
must lie in the amalgamated subgroup H. Now the factors u', v', 9iU, 9iV, 
where e = ± 1, do not lie in H = <E, u-1 Au) = <E, v-1 Bv), because the sum 
of the exponents of u or of v in any such word is not 0. Therefore, one of the 
conjugates V-19iV or U-19iU lies in H. A conjugate V-19iV arises from an 
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element of H = <E, v-l Bv) only when gi lies in B (in the proof of Theorem 
11.70, we saw that <E, v-l Bv) ~ E *v-l Bv); of course, V-lgiv arises in wfrom 
the subword UV-lgiVU-l == pgiP-l ; that is, from the pinch pegiP-e with e = 
+ 1. A conjugate u-l giU arises from an element of H = <E, u-1 Au) only 
when gi lies in A; of course, u- l giU arises from vu-l giuv-l == p-l giP; that is, 
from the pinch pegiP-e with e = -1. 

The general case follows by induction. As in the proof of Lemma 11.77, 
define 

E~ = (E; Pl, ... , Pn_llpilaijPi = bij, 1 :$; i:$; n - 1,j E J), 

and note that E(I is an HNN extension with base E~ and stable letter Pn' If 
w = 1 does not involve PR' then it contains a pinch pigpie for some i < nand 
induction completes the proof. If i = n, then the base step of the induction 
gives a pinch p!gp;;e as a subword of w.1f 9 is a word on X, we are done. If 
9 involves some Pl' ... , Pn-l' then there is a word g' on X, namely, a word on 
bnj,j E J, with 9 = g' in E~. Thus, gg,-l = 1 in E~, and induction provides a 
pinch 1t which is a subword of gg'-l. Since g,-l contains no stable letters, 1t 

must be a subword of g, as desired. • 

Definition. Let E(I be an HNN extension with base E = (XIA) and stable 
letters {Pl' ... , PI}' A word w on X U {Pi> ... , PI} isp;-reducedfor some i if it 
contains no pinch piwpie as a subword. 

Note, in particular, that Pi-reduced words contain no subwords of the 
form pipie. 

Corollary 11.82. Let E(I be an HNN extension with baseE = (XIA) and stable 
letters {Pl, ... , PI}' Assume that 

and 

are Pi-reduced words for some i, where each ej, It = ± 1 and none of the (possi­
bly empty) words 'Yj or ~k involve Pi' 

If oc = P in E(I, then m = n, (el' ... , em) = (fl' ... ,fn), and the word 
PimYm~;;l pi In is a pinch. 

Proof. Since ocp-1 = 1 in E(I, Britton's lemma says that the word OCp-l 
contains a pinch as a subword. As each of oc and p (hence P-l) are Pi-reduced, 
the pinch must occur at the interface; that is, the subword Pim'Ym~;;lPiin is a 
pinch. It follows that the exponents em and - fn have opposite sign, and so 

em = fn· 
The proof is completed by induction on max{m, n}. In the pinch 

PimYm~;;l piIn, Britton's lemma says that 

if em = -1, 
if em = + 1, 
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where aij E Ai' bij E Bi, and hv = ± 1. If em = -1, 

pimYmc5;;l pi! n = pil a~: ... alf.Pi 

= (pi l a~;Pi)(pil at;pi)'" (pi l a~~p;) 
_ bh1 bh, 
- iii ... ijt" 

We have eliminated one Pi from IX and one from P, and so the remainder of 
the proof follows from the inductive hypothesis. The proof in the other case 
em = + 1 is similar. • 

The normal form theorem for HNN extensions has its most succinct state­
ment in the special case when there is only one stable letter; the statement 
and proof of the generalization for arbitrary HNN extensions is left to the 
reader. 

Theorem 11.83 (Normal Form). Let EO. be an HNN extension with base 
E = (XILl) and stable letter p. Then each word OJ on {X, p} is equal in EO. to a 
p-reduced word 

moreover, the length n and the sequence (el, ... , en) of exponents are uniquely 
determined by OJ. 

Proof. If OJ contains a pinch 1t as a subword, then the relations in EO. allow 
one to replace 1t by a subword involving two fewer occurrences of the stable 
letter p. The uniqueness of the length and exponent sequence follow at once 
from Corollary 11.82. • 

It follows from Theorem 11.73 that there exist finitely generated groups 
that are not finitely presented, for there are only countably many finitely 
presented groups. Here is an explicit example of such a group. 

Lemma 11.84. If a group G has a presentation 

(Xl"'" xmlPl' PZ'···' Pn,···) 

as well as a finite presentation 

(Yl,"" YklO'l' O'Z,···, O't ), 

then all but a finite number of the relations Pn = 1 in the first presentation are 
superfluous. 

Proof. Let Gl be the group defined by the first presentation, let Gz be the 
group defined by the second presentation, and let cp: Gl --+ Gz be an isomor­
phism with inverse "'. Since "'(O'i) = 1 in G1 for each i, it is a word on (finitely 
many) conjugates of Pn's; as there are only finitely many O'i, only finitely many 
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P. suffice to prove all t/!(ai ) = 1. For notational convenience, let us denote 
these by Pl, pz, ... , PN· 

Since cp(P.) = 1 in Gz for each n, 

cp(P.) = w.(al , a2 , ... , at), 

where w. is a word on conjugates of a1 , az, ... , at. Therefore, 

P. = t/!CP(P.) = t/!(w.(a1 ,···, at)) = wn(t/!(a1 ), ••• , t/!(at))· 

But this equation says that every relation P. lies in the normal subgroup 
generated by Pl, pz, ... , PN, which is what is to be proved. • 

The following explicit example was found by W.W. Boone. 

Theorem 11.85. Let F be the free group with basis {a, b}, and let its commuta­
tor subgroup F' be free with basis {w 1 , ••. , w., ... }. Then the group G having 
the presentation 

G = (a, b, pip-1 wnp = w., n ~ 1) 

is a finitely generated group that is not finitely presented. 

Proof. Recall first that Theorem 11.48 shows that F' is a free group of infinite 
rank. Were G finitely presented, then the lemma would say all but a finite 
number of the relations could be deleted; that is, there is some N with 

G = (a, b, pip-1 W1P = w1, ... , P-1WN_1P = WN- 1). 

The displayed presentation exhibits G as an HNN extension with base F = 
<a, b) and stable letter p. Since P-1WNP = WN in G. Britton's lemma provides 
a word (3 on <W1, ... , WN- 1) with WN = (3 in F = <a, b), and this contradicts 
the fact that <W1, ... , wN) is a free group with basis {W1' ... , WN}. • 

EXERCISES 

11.83. Let a E G have infinite order. Show that there is a group H containing G in 
which <a) and <a2 ) are conjugate. Conclude that a conjugate of a subgroup S 
may be a proper subgroup of S. 

11.84 (Schupp). Use the normal form theorem for HNN extensions to prove the 
normal form theorem for amalgams. 



CHAPTER 12 

The Word Problem 

Introduction 

Novikov, Boone, and Britton proved, independently, that there is a finitely 
presented group !?4 for which no computer can ever exist that can decide 
whether an arbitrary word on the generators of!?4 is 1. We shall prove this 
remarkable result in this chapter. 

Informally, if ff is a list of questions, then a decision process (or algorithm) 
for ff is a uniform set of directions which, when applied to any of the ques­
tions in ff, gives the correct answer "yes" or "no" after a finite number of 
steps, never at any stage of the process leaving the user in doubt as to what 
to do next. 

Suppose now that G is a finitely generated group with the presentation 

G = (Xl' ... , xnlrj = 1,j ~ 1); 

every (not necessarily reduced) word w on X = {x l, ... , xn} determines an 
element of G (namely, wR, where F is the free group with basis X and R is 
the normal subgroup of F generated by {rj,j ~ 1}). We say that G has a 
solvable word problem if there exists a decision process for the set ff of all 
questions of the form: If w is a word on X, is w = 1 in G? (It appears that 
solvability of the word problem depends on the presentation. However, it can 
be shown that if G is finitely generated and if its word problem is solvable for 
one presentation, then it is solvable for every presentation with a finite num­
ber of generators.) 

Arrange all the words on {Xl' ... , xn} in a list as follows: Recall that the 
length of a (not necessarily reduced) word w = X~l ••• x::'m, where ei = ± 1, is 
m. For example, the empty word 1 has length 0, but the word xx- l has length 
2. Now list all the words on X as follows: first the empty word, then the 
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words oflength 1 in the order Xl' Xll, ... , Xn, x;;-l, then the words oflength 2 
in "lexicographic" order (as in a dictionary): X1X l < X1X1l < X 1 X 2 < ... < 
xll Xl < Xll xll < ... < X;;-l X;;-l, then the words of length 3 in lexicographic 
order, and so forth. Use this ordering of words: wo, Wl' W2' ... to define the 
list ff' whose kth question asks whether W k = 1 in G. 

We illustrate by sketching a proof that a free group 

G = (Xl' ... , xnl0) 
has a solvable word problem. Here is a decision process. 

1. If length(wk ) = 0 or 1, proceed to Step 3. If length(wk) ~ 2, underline the 
first adjacent pair ofletters, if any, of the form xixil or xil Xi; if there is no 
such pair, underline the final two letters; proceed to Step 2. 

2. If the underlined pair of letters has the form xixil or xil Xi> erase it and 
proceed to Step 1; otherwise, proceed to Step 3. 

3. If the word is empty, write Wk = 1 and stop; if the word is not empty, write 
W k #- 1 and stop. 

The reader should agree, even without a formal definition, that the set of 
directions above is a decision process showing that the free group G has a 
solvable word problem. 

The proof of the Novikov-Boone-Britton theorem can be split in half. 
The initial portion is really Mathematical Logic, and it is a theorem, proved 
independently by Markov and Post, that there exists a finitely presented 
semigroup S having an unsolvable word problem. The more difficult portion 
of the proof consists of constructing a finitely presented group fJ4 and show­
ing that if f!J had a solvable word problem, then S would have a solvable 
word problem. Nowhere in the reduction of the group problem to the semi­
group problem is a technical definition of a solvable word problem used, so 
that the reader knowing only our informal discussion above can follow this 
part of the proof. Nevertheless, we do include a precise definition below. 
There are several good reasons for doing so: the word problem can be prop­
erly stated; a proof of the Markov-Post theorem can be given (and so the 
generators and relations of the Markov-Post semigroup can be understood); 
a beautiful theorem of G. Higman (characterizing the finitely generated sub­
groups of finitely presented groups) can be given. Here are two interesting 
consequences: Theorem 12.30 (Boone-Higman): there is a purely algebraic 
characterization of groups having a solvable word problem; Theorem 12.32 
(Adian-Rabin): given almost any interesting property P, there is no decision 
process which can decide, given an arbitrary finite presentation, whether or 
not the presented group enjoys P. 

EXERCISES 

12.1. Sketch a proof that every finite group has a solvable word problem. 

12.2. Sketch a proof that every finitely generated abelian group has a solvable word 
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problem. (Hint. Use the fundamental theorem of finitely generated abelian 

groups.) 

12.3. Sketch proofs that if each of G and H have a solvable word problem, then the 
same is true of their free product G * H and their direct product G x H. 

12.4. Sketch a proof that if G = (Xl' ... , Xnlrj = 1,j ~ 1) has a solvable word problem 
and if H is a finitely generated subgroup of G, then H has a solvable word 
problem. (Hint. If H = (hi,"" hm >. write each hi as a word in the x.) 

Turing Machines 

Call a subset E of a (countable) set n "enumerable" if there is a computer that 
can recognize every element of E and no others. Of course, the nature of such 
a well-behaved subset E should not depend on any accidental physical con­
straints affecting a real computer; for example, it should not depend on the 
number of memory cells being less than the total number of atoms in the 
universe. We thus define an idealized computer, called a Turing machine, after 
its inventor A. Turing (1912~ 1954), which abstracts the essential features of a 
real computer and which enumerates only those subsets E that, intuitively, 
"ought" to be enumerable. 

Informally, a Turing machine can be pictured as a box with a tape running 
through it. The tape consists of a series of squares, which is as long to the left 
and to the right as desired. The box is capable of printing a finite number of 
symbols, say, So, SI' ••• , SM, and of being in anyone of a finite number of 
states, say, qo, ql"'" qN' At any fixed moment, the box is in some state qi as 
it "scans" a particular square of the tape that bears a single symbol Sj (we 
agree that So means blank). The next move of the machine is determined by 
qi and Sj and its initial structure: it goes into some state ql after obeying one 
of the following instructions: 

1. Replace the symbol Sj by the symbol Sk and scan the same square. 
2. Move one square to the right and scan this square. 
3. Move one square to the left and scan this square. 

The machine is now ready for its next move. The machine is started in the 
first place by being given a tape, which may have some nonblank symbols 
printed on it, one to a square, and by being set to scan some one square while 
in "starting state" ql' The machine may eventually stop (we agree that qo 
means "stop"; that is, the machine stops when it enters state qo) or it may 
continue working indefinitely. 

Here are the formal definitions; after each definition, we shall give an infor­
mal interpretation. Choose, once and for all, two infinite lists of letters: 
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Definition. A quadruple is a 4-tuple of one of the following three types: 

qiSjSkq" 

qisjRq" 

qisjLq,. 
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A Turing machine T is a finite set of quadruples no two of which have the 
same first two letters. The alphabet of T is the set {so, Sl' •.• ' SM} of all 
s-letters occurring in its quadruples. 

The three types of quadruples correspond to the three types of moves in 
the informal description given above. For example, qisjRq, may be inter­
preted as being the instruction: "When in state qi and scanning symbol Sj' 
move right one square and enter state ql." The "initial structure" of the 
Turing machine is the set of all such instructions. 

Recall that a word is positive if it is empty or if it has only positive 
exponents. If an alphabet A is a disjoint union S u T, where S = {Si: i E I}, 
then an s-word is a word on S. 

Definition. An instantaneous description ex is a positive word of the form ex = 
aqiT:, where a and T: are s-words and T: is not empty. 

For example, the instantaneous description ex = S2S0q1SSS2S2 is to be inter­
preted: the symbols on the tape are S2S0SSS2S2' with blanks everywhere else, 
and the machine is in state q1 scanning S5. 

Definition. Let T be a Turing machine. An ordered pair (ex, fJ) of instanta­
neous descriptions is a basic move of T, denoted by 

ex -+ fJ, 
if there are (possibly empty) positive s-words a and a' such that one of the 
following conditions hold: 

(i) ex = aqiSja' and fJ = aqlska', where qiSjSkq, E T; 

(ii) ex = aqiSjSka' and fJ = aSjqlska', where qisjRql E T; 

(iii) ex = aqisj and fJ = aSjqlso, where qisjRq, E T; 

(iv) ex = aSkqiSja' and f3 = aq/skSja', where qisjLq/ E T; and 
(v) ex = qiSP' and f3 = q/sosP', where qisjLq/ E T. 

If ex describes the tape at a given time, the state qi of T, and the symbol Sj 

being scanned, then fJ describes the tape, the next state of T, and the symbol 
being scanned after the machine's next move. The proviso in the definition 
of a Turing machine that no two quadruples have the same first two symbols 
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means that there is never ambiguity about a machine's next move: if r:t. --+ f3 
and r:t. --+ )I, then {3 = )I. 

Some further explanation is needed to interpret basic moves of types (iii) 
and (v). Tapes are finite, but when the machine comes to an end of the tape, 
the tape is lengthened by adjoining a blank square. Since So means blank, 
these two rules thus correspond to the case when T is scanning either the last 
symbol on the tape or the first symbol. 

Definition. An instantaneous description r:t. is terminal if there is no instanta­
neous description {3 with r:t. --+ {3. If w is a positive word on the alphabet of T, 
then T computes w if there is a finite sequence of instantaneous descriptions 
r:t.1 = q1 W, r:t. 2 , ••• , r:t. t , where r:t.; --+ r:t.;+1' for all i :::; t - 1, and r:t.t is terminal. 

Informally, w is printed on the tape and T is in starting state q1 while 
scanning the first square. The running of T is a possibly infinite sequence of 
instantaneous descriptions q1 w --+ r:t.2 --+ r:t.3 --+ •••• This sequence stops if T 
computes w; otherwise, T runs forever. 

Definition. Let n be the set of all positive words on symbols S = {Sl' ... , SM}' 
If T is a Turing machine whose alphabet contains S, define 

e(T) = {w E n: T computes w}, 

and say that T enumerates e(T). A subset E of n is r.e. (recursively 
enumerable) if there is some Turing machine T that enumerates E. 

The notion of an r.e. subset of n can be specialized to subsets of the natural 
numbers N = {n E 71..: n ~ O} by identifying each n EN with the positive word 
s~+1. Thus, a subset E of N is an r.e. subset of N if there is a Turing machine 
T with Sl in its alphabet such that E = {n E N: T computes S~+l}. 

Every Turing machine T defines an r.e. subset E = e(T) c n, the set of all 
positive words on its alphabet. How can we tell whether WEn lies in E? Feed 
q1 w into T and wait; that is, perform the basic moves q1 w --+ r:t.2 --+ r:t.3 --+ •••• 

If wEE, then T computes wand so T will eventually stop. However, for a 
given w, there is no way of knowing, a priori, whether T will stop. Certainly 
this is unsatisfactory for an impatient person, but, more important, it 
suggests a new idea. 

Definition. Let n be the set of all positive words on {so, Sl"'" SM}' A subset 
E of n is recursive if both E and its complement n - E are r.e. subsets. 

If E is recursive, there is never an "infinite wait" to decide whether or not 
a positive word W lies in E. If T is a Turing machine with e(T) = E and if T' 
is a Turing machine with e(T') = n - E, then, for each WEn, either Tor T' 
computes w. Thus, it can be decided in a finite length of time whether or not 
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a given word ill lies in E: just feed ill into each machine and let T and T' run 
simultaneously. 

Recall the informal discussion in the introduction. If !E is a list of ques­
tions, then a decision process for !E is a uniform set of directions which, when 
applied to any of the questions in !E, gives the correct answer "yes" or "no" 
after a finite number of steps, never at any stage of the process leaving the 
user in doubt as to what to do next. It is no loss of generality to assume 
that the list !E has been encoded as positive words on an alphabet, that E 
consists of all words for which the answer is "yes," and that its complement 
consists of all words for which the answer is "no." We propose that recursive 
sets are precisely those subsets admitting a decision process. Of course, this 
proposition (called Church's thesis) can never be proved, for it is a question 
of translating an intuitive notion into precise terms. There have been other 
attempts to formalize the notion of decision process (e.g., using a Turing-like 
machine that can read a two-dimensional tape; or, avoiding Turing machines 
altogether and beginning with a notion of computable function). So far, every 
alternative definition of "decision process" which recognizes all recursive sets 
has been proved to recognize only these sets. 

Theorem 12.1. There exists an r.e. subset of the natural numbers 1\1 that is not 
recursive. 

Proof. There are only countably many Turing machines, for a Turing 
machine is a finite set of quadruples based on the countable set of letters 
{R, L, so, Sl' ... ; qo, q1' ... }. Assign natural numbers to these letters in the 
following way: 

R 1-+ 0; L 1-+ 1; qo 1-+ 2; q11-+ 4; q21-+ 6; 

So 1-+ 3; Sll-+ 5; S21-+ 7; 

If T is a Turing machine having m quadruples, juxtapose them in some order 
to form a word w(T) of length 4m; note that T =F T' implies w(T) =F w(T'). 

Define the Godei number 
4m 

G(T) = n pf;, 
i=l 

where p. is the ith prime and ei is the natural number assigned above to the 
ith lett~r in w(T). The Fundamental Theorem of Arithmetic implies that 
distinct Turing machines have distinct Godel numbers. All Turing machines 
can now be enumerated: To, T1 , ••• , T", ... : let T precede T' if G(T) < G(T'). 

Define 
E = {n E 1\1: T" computes si+1 } 

(thus, nEE if and only if the nth Turing machine computes n). .. 
We claim that E is an r.e. set. Consider the following figure remlnISCent of 
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the proof that the set of all rational numbers is countable: 

q1 S1 q1 si ~ q1 sf Q1 si ~ Q1 si 
1 ,l' ,/ ,l' ,/ 

1X12 IX 22 IX 32 1X42 

,/ ,l' ,/ 

1X13 1X23 1X33 

1 ,l' ,/ 

1X14 1X24 

The nth column consists of the sequence of basic moves of the nth Turing 
machine T" beginning with Q 1 S~+1. It is intuitively clear that there is an enu­
meration of the natural numbers n lying in E: follow the arrows in the figure, 
and put n in E as soon as one reachers a terminal instantaneous description 
IXni in column n. A Turing machine T* can be constructed to carry out these 
instructions (by Exercise 12.11 below, such a T* exists having stopping state 
Qo; that is, terminal instantaneous descriptions, and only these, involve Qo.) 

Thus, E is an r.e. subset of N. 
The argument showing that E is not recursive is a variation of Cantor's 

diagonal argument proving that the set of reals is uncountable. It suffices to 
prove that the complement 

E' = {n EN: n ¢ E} = {n EN: T" does not compute S~+1} 

is not an r.e. subset of N. Suppose there were a Turing machine T' enumerat­
ing E'; since all Turing machines have been listed, T' = Tm for some mEN. If 
mE E' = e(T'} = e(Tm}, then Tm computes sr+l, and so mE E, a contradic­
tion. If m ¢ E', then mE E and so Tm computes sr+1 (definition of E); hence 
mE e(Tm} = e(T'} = E', a contradiction. Therefore, E' is not an r.e. set and E 
is not recursive. • 

EXERCISES 

12.5. Prove that there are subsets of N that are not r.e. (Hint. There are only 
countably many Turing machines.) 

12.6. Prove that the set of all even natural numbers is r.e. 

12.7. Give an example of a Turing machine T, having S1 in its alphabet, which does 
not compute SI' 

12.8. Let Q be the set of all positive words on {so, S 1> ... , S M}' If Eland E2 are r.e. 
subsets of Q, then both El u E2 and El n E2 are also r.e. subsets. 

12.9. Let Q be the set of all positive words on {so, SI' ... , SM}' If El and E2 are 
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recursive subsets of n, then both E1 v E2 and El n E2 are also recursive sub­
sets. Conclude that all recursive subsets of n form a Boolean algebra. 

12.10. If El and E2 are recursive subsets of N, then El x E2 is a recursive subset of 
N x N. (Hint. First imbed N x N into N by "encoding" the ordered pair (m, n) 
as 2m 3n.) 

12.11. If T is a Turing machine enumerating a set E, then there is a Turing machine 
T* having the same alphabet and with stopping state qo that also enumerates 
E. 

The Markov-Post Theorem 

We now link these ideas to algebra. 
If r is a semigroup with generators X = {Xl'"'' Xn} and if n is the set of 

all positive words on X, then the semigroup r has a solvable word problem if 
there is a decision process to determine, for an arbitrary pair of words w, 
w' E n, whether w = w' in r. This (informal) definition gives a precise defini­
tion of un solvability. 

Definition. Let r be a semigroup with generators X = {Xl"'" Xn}, and let n 
be the set of all positive words on X. The semi group r has an unsolvable word 
problem if there is a word Wo E n such that {w E n: w = Wo in r} is not 
recursive. 

If F is the free group with basis X = {x I' ... , xn }, then we shall view the set 
n of all (not necessarily positive) words on X as the set of all positive words 
on the alphabet 

Definition. Let G be a group with presentation (Xl"'" xnld), and let n be 
the set of all words on Xl"'" xn (viewed as the set of positive words on 
{Xl' xII, ... , X n, X;;-l }). Then G has a solvable word problem if {w E n: W = 1 
in G} is recursive. 

The distinction between r.e. sets and recursive sets persists in group theory. 

Theorem 12.2. Let G be a finitely presented group with presentation 

G = (Xl' ... , Xnlrl' ... , rm)· 

If n is the set of all words on X I' ... , X n , then E = {w E n: W = 1 in G} is r.e. 

Proof. List the words wo, WI' ... in n as we did in the Introduction: first the 
empty word, then the words oflength 1 in order Xl' xII, ... , X n , X;;-l, then the 
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words oflength 2 in lexicographic order, then the words of length 3 in lexico­
graphic order, and so forth. Similarly, list all the words on {rl' ... , rm}: Po, 

Pl' .... As in the proof of Theorem 12.1, following the arrows in the figure 
below enumerates E. 

-1 -1 -1 -1 
WoPowo Wo Pl Wo ~ Wo P2 Wo W OP3 W O ~ 

! 7' it" 7' 
-1 

W1POW 1 
-1 

W 1 Pl W 1 
-1 

W 1 P2 W l 

it" 7' 
-1 

W 2 POW 2 
-1 

W 2 Pl W 2 

! 7' 
-1 

W3POW3 • 
It follows that a finitely presented group G has solvable word problem if 

and only if {w E n: W -1= 1 in G} is r.e. 
Recall the following notation introduced in Chapter 11. If wand w' are 

(not necessarily reduced) words on an alphabet X, then we write 

W == W' 

if wand w' have exactly the same spelling. 
Suppose that a semigroup r has a presentation 

If wand w' are positive words on X, then it is easy to see that w = w' in r if 
and only if there is a finite sequence 

where Wi ~ Wi+l is an elementary operation; that is, either Wi == (J(X/r: and 
Wi+l == (J{3/r: for some j, where (J and l' are positive words on X or W i+1 == (J{3j1' 

and Wi == (J(Xj1'. 

Let us now associate a semigroup to a Turing machine T having stopping 
state qo. For notational convenience, assume that the s-letters and q-Ietters 
involved in the quadruples of T are So, Sl"'" SM' and qo, ql> ... , qN' Let q 
and h be new letters. 

Definition. If T is a Turing machine having stopping state qo, then its asso­
ciated semigroup qT) has the presentation: 

where the relations R(T) are 
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for all f3 = 0,1, ... , M: 

qiSjS(J = Sjq1s(J 

qisjh = sjq1soh 

S(JqiSj = q1s(JSj 

hqiSj = hq1sosj 

if qisjRql E T, 

if qisjRql E T; 

if qisjLql E T, 

if qisjLql E T; 

qos(J = qo, 

s(Jqoh = qoh, 

hqoh = q. 
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The first five types of relations are just the obvious ones suggested by the 
basic moves of T; the new letter h enables one to distinguish basic move (ii) 
(in the definition of a Turing machine) from basic move (iii) and to distinguish 
basic move (iv) from basic move (v). One may thus interpret h as marking the 
ends of the tape, so that the following words are of interest. 

Definition. A word is h-specia/ if it has the form hrxh, where rx is an instanta­
neous description. 

Since T has stopping state qo, each hrxh (with rx terminal) has the form 
haqo rh, where a and rare s-words and r is not empty. Therefore, the last 
three relations allow us to write hrxh = q in r(T) whenever rx is terminal. 

Lemma 12.3. Let T be a Turing machine with stopping state qo and associated 
semigroup 

r(T) = (q, h, so' S1' ... , SM' qo, q1' ... , qNIR(T)). 

(i) Let w and w' be words on {so, S1'.·.' SM' qo, q1'···' qN} with w ¢ q and 
w' ¢ q. If w --+ w' is an elementary operation, then w is h-special if and only 
if w' is h-special. 

(ii) If w = hrxh is h-special, w' =1= q, and w --+ w' is an elementary operation of 
one of the first five types, then w' == hf3h, where either rx --+ f3 or f3 --+ rx is a 
basic move of T. 

Proof. (i) This is true because the only relation that creates or destroys h is 
hqoh = q. 

(ii) By the first part, we know that w' is h-special, say, w' == hf3h. Now an 
elementary move in a semigroup is a substitution using an equation in a 
defining relation; such a relation in r(T) of one of the first five types corre­
sponds to a quadruple of T, and a quadruple corresponds to a basic move. 
Thus, either rx --+ f3 or f3 --+ rx. • 

Lemma 12.4. Let T be a Turing machine with stopping state qo, let n be the set 
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of all positive words on the alphabet of T, and let E = e(T). If WEn, then 

WEE if and only if hq1 wh = q in nT). 

Proof. If wEE, then there are instantaneous descriptions a1 = q1 W, a2 , .•• , 

ap where ai --+ ai+1, and at involves qo. Using the elementary operations in 
nT) of the first five types, one sees that hq1 wh = hath in nT); using the last 
three relations, one sees that hath = q in nT)· 

The proof of sufficiency is of a different nature than the proof of necessity 
just given, for equality in nT) is, of course, a symmetric relation, whereas 
a --+ f3 a basic move does not imply that f3 --+ a is a basic move. 

If hq1 wh = q in nT), then there are words W1, ... , Wt on {h, so, Sl, ... , SM, 

qo, q1, ... , qN} and elementary operations 

hq1 wh == W1 --+ W2 --+ ... --+ Wt == hqoh --+ q. 

By Lemma 12.3(i), each Wi is h-special: Wi == haih for some instantaneous 
description ai. By Lemma 12.3(ii), either ai --+ ai+1 or ai+1 --+ ai. We prove, by 
induction on t ~ 2, that all the arrows go to the right; that is, for all i ~ t - 1, 
ai --+ ai+1' It will then follow that q1 W --+ a2 --+ ••. --+ at is a sequence of basic 
moves with at terminal (for at involves qo, the stopping state); hence T 
computes wand WEE. It is always true that at-1 --+ at> for at is terminal and 
hence at- 1 +-- at cannot occur. In particular, this shows that the induction 
begins when t = 2. Suppose that t > 2 and some arrow goes to the left. Since 
the last arrow at- 1 --+ at points right, moving backward until one reaches an 
arrow pointing left gives an index i with 

But there is never ambiguity about the next move of a Turing machine, so 
that ai- 1 == ai+1 and Wi- 1 == hai- 1 h == hai+1 h == Wi+1' We may thus eliminate 
Wi and Wi+l, thereby reducing t, and the proof is completed by induction . 

Theorem 12.5 (Markov-Post, 1947). 

(i) There is a finitely presented semigroup 

y = (q, h, so, Sl, ••• , SM, qo, q1, ... , qNIR) 

with an unsolvable word problem. 

• 

(ii) There is no decision process which determines, for an arbitrary h-special 
word hah, whether hah = q in y. 

Proof. (i) If T is a Turing machine with stopping state qo and with alphabet 
A = {so, Sl, ••. , SM}' then let n be all the positive words on A and let E = 
e(T) c n. Define n to be all the positive words on Au {q, h, qo, q1, ... , qN}' 
where qo, q1"'" qN are the q-Ietters occurring in the quadruples of T, and 
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define 

£ = {W EO: W = q in reT)}. 

Define cp: 0 ~ 0 by W H hql wh, and identify 0 with its image 0 1 c 0; the 
subset E of 0 is now identified with 

El = {hql wh: wEE}. 

It is plain that E 1 is a recursive subset of 01 if and only if E is a recursive 
subset of O. In this notation, Lemma 12.4 reads: 

E 1 =£n01 · 

Now assume that T is the Turing machine T* (with stopping state qo) of 
Theorem 12.1, so that E, hence E 1 , is r.e. but not recursive. Were £ recursive, 
then Exercise 12.9 would give E 1 , hence E, recursive, and this is a contradic­
tion. Therefore, y = r(T*) has an unsolvable word problem. 

(ii) Define 

s = {h-special words hlY.h: hlY.h = q in r(T*)}. 

Were S a recursive subset of 0, then S n 01 would be a recursive subset of 01' 
by Exercise 12.9. But S n 01 = E 1 • • 

For later use, we rewrite the generators and relations of the Markov-Post 
semigroup y(T*). 

Corollary 12.6. 

(i) There is a finitely presented semigroup 

r = (q, qo, ... , qN' so, ... , sMIF;q;, G; = H;q;2K;, i E I), 

with an unsolvable word problem, where F;, Gi , Hi' Ki are (possibly empty) 
positive s-words and qi" qi2 E {q, qo, ... , qN}· 

(ii) There is no decision process which determines, for arbitrary qi j and positive 
s-words X and Y, whether X qi. Y = q in r. 

J 

Proof. (i) Regard the generator h of the semigroup y = r(T*) as the last 
s-letter and re-index these s-letters so that h = SM. The rewritten relations in 
R(T*) now have the described form. 

(ii) Let O2 be the set of all positive words on the rewritten generators of r, 
let 

and let 

A = {Xq;Y: X, Yare positive words on rewritten 
s-letters and X qi Y = q in q, 

J 

82 = {SMIY.SM: IY. == ()q~ 7:, where () and 7: are positive 
words on so, ... , SM-l and SMIY.SM = q in r} 
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(remember that h has been rewritten as SM). Of cours..:, S2 is jus! the subs~t S 
of the theorem rewritten in the new notation. Now A (") O2 = S2; since S2 is 
not recursive, Exercise 12.9 shows that A is not recursive. • 

The Novikov-Boone-Britton Theorem: 
Sufficiency of Boone's Lemma 

The word problem for groups was first considered by M. Dehn (1910) and by 
A. Thue (1914). The solution was given by P.S. Novikov (1955) and, indepen­
dently, by W.W. Boone (1954-1957) and by l.L. Britton (1958). In 1959, 
Boone exhibited a much simpler finitely presented group than any of those 
previously given, and he proved it has an unsolvable word problem. In con­
trast to the "combinatorial" proofs of Novikov and Boone, Britton's proof 
relies on properties of HNN extensions (which led him to discover Britton's 
lemma). In 1963, Britton gave a much simpler and shorter proof for Boone's 
group; we present his proof here, incorporating later improvements of 
Boone, D.l. Collins, and C.F. Miller, III. We assure the reader that all the 
Mathematical Logic required in the proof has already appeared; we need 
only Corollary 12.6, a paraphrase of the Markov-Post theorem, that exhibits 
a particular finitely presented semigroup r with an unsolvable word 
problem. 

Remember that the proof is going to reduce equality of words in a group 
to equality of words in a semi group. It is thus essential to keep track of 
exponents, for while arbitrary words make sense in a group, only positive 
words make sense in a semigroup. 

Notation. If X == s3: ... sp:;; is a (not necessarily positive) s-word, then X# == 
SPie, ... sp;m. Note that if X and Yare s-words, then (X#)# == X and (XY)# == 
X#y#. 

Recall, for every Turing machine T, that there is a semigroup r = qT) 
with the presentation 

where Fi, Gi, Hi, Ki are (possibly empty) positive s-words and qi" qi2 E 

{q, qo, ... , qN}· 
For every Turing machine T, we now define a group fJB = fJB(T) that will be 

shown to have an unsolvable word problem if T is chosen to be the Turing 
machine T* in the Markov-Post theorem. The group fJB(T) has the presenta­
tion: 
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generators: q, qo, ... , qN' so, ... , SM' ri, i E I, x, t, k; 

relations: for all i E I and all f3 = 0, ... , M, 

risp = s{Jxrix, 

ri l Fr qjl Gjrj = Ht %Kj, 

tx = xt, 

kri = rik, 

kx = xk, 

k(q-1 tq) = (q-1 tq)k. 

The subsets ~1 c ~2 C ~3 of the relations are labeled for future reference. 

If X and Yare s-words, define 

(Xqj Y)* == X#qj Y, 

Definition. A word L is special if L == X# qj Y, where X and Yare positive 
s-words and qj E {q, qo, ... , qN}' 

If L is special, then L == X# qj Y, where X and Yare positive s-words, and 
so L* == (X#qjY)* == XqjY is a positive word; therefore, L* determines an 
element of the semi group r. 

The reduction to the Markov-Post theorem is accomplished by the fol­
lowing lemma: 

Lemma 12.7 (Boone). Let T be a Turing machine with stopping state qo and 
associated semigroup r = r(T) (rewritten as in Corollary 12.6). If L is a 
special word, then 

k(L-1tL) = (L- 1tL)k 

if and only if L* = q in r(T). 

in f!l = f!l( T) 

Theorem 12.8 (Novikov-Boone-Britton). There exists a finitely presented 
group f!l with an unsolvable word problem. 

Proof. Choose T to be the Turing machine T* of the Markov-Post theorem. 
If there were a decision process to determine, for an arbitrary special word L, 
whether U;,-l tLk-1 L-1 t-1 L = 1 in PJ(T*), then this same decision process 
determines whether L* = q in r(T*). But Corollary 12.6(ii) asserts that no 
such decision process for r(T*) exists. • 
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Corollary 12.9. Let T be a Turing machine with stopping state qo enumerating 
a subset E of n (the set of all positive words on the alphabet of T). If WEn, 
then WEE if and only if k(h-1q1 wh) = (h-1q1 wh)k in gB(T). 

Proof. By Lemma 12.4, WEE if and only if hq1 wh = q in qT). But, in Pl(T), 
(hq1wh)* = h-1q1wh (which is a special word), and Boone's lemma shows 
that (h-1qlWh) # =.hqlWh=q in qT) if and only if k(h-1qlWh) = (h-1qlWh)k 
in gB(T). • 

The proof below is valid for any Turing machine T with stopping state qo· 
We abbreviate PJ(T) to 81 and qT) to r. 

The proof of Boone's lemma in one direction is straightforward. 

Lemma 12.10. 

(i) If V is a positive s-word, then 

riV = VR in Pl and ri-1 V = VR' in Pl, 

where Rand R' are words on {ri' x} with R positive. 
(ii) If U is a positive s-word, then 

and U#r:-1 = L'U# z'n /l]J I ~, 

where Land L' are words on {rio x}. 

Proof. We prove that ri V = VR in gB by induction on m ~ 0, where V=. 
sp, ... sPm' This is certainly true when m = 0. If m > 0, write V =. V'sPm; by 
induction, ri V =. ri V' sPm = V' R' sPm' where R' is a positive word on {rio x}. 
Using the relations xSp = SpX2 and risp = spxrix, we see that there is a posi­
tive word R on {ri' x} with sPmR = R'sPm in f!4. 

The proofs of the other three equations are similar. • 

Proof of Sufficiency in Boone's Lemma. If I: is a special word with I:* =. 
Xqj Y = q in r, then there is a sequence of elementary operations 

where, for each v, one of the words Wv and W v+1 has the form U Fiqi, G, V with 
U and V positive s-words, and the other has the form UHiqi2KY. By the 
lemma, there are equations in 81: 

U#(Hrqi2KJV = U#(ri-1 Frqi,Giri)V 

= L'U#(F,#q. G.)VR' , '1' , 

where L' and R' are words on {ri' x}. In a similar manner, one sees that there 
are words L" and R" on {ri' x} with 

U#(Fi#qi, Gi)V = U#(riHrqi2Kiri-1)V = L"U#(Hi#qi2Ki)VR". 
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Since Wv = wv+1 in r implies w~ = W~+l in f!4, by the relations labeled A2 , it 
follows, for each v, that 

w~ = Lvw~+1 Rv in PA 

for words Lv and Rv on some riv and x. The words L == Ll ... Ln- 1 and R == 
Rn- 1 ••• Rl are thus words on {x, rio i E I}, and 

wt = Lw: R in f!4. 

But wt == (I:*)* == I: and w: == q* == q, so that 

I: = LqR in f!4. 

Since the generators t and k commute with x and all the ri , they commute 
with Land R. Therefore, 

kI:-1 tI:k-1 I:-1 t-1 I: = kR-1 q-l L -1 tLqRk-1 R-1 q-l L -1 C 1 LqR 

= kR-lq-ltqk-lq-lt-lqR 

= R-l(kq-ltqk-lq-lt-lq)R 

= 1, 

because the last word is a conjugate of a relation. • 

Observe that the last relation of the group f!4 appears only in the last step 
of the proof. 

Cancellation Diagrams 

We interupt the proof of Boone's lemma (and the Novikov-Boone-Britton 
theorem) to discuss a geometric method of studying presentations of groups, 
essentially due to R. Lyndon, that uses diagrams in the plane. Since we are 
only going to use diagrams in a descriptive way (and not as steps in a proof), 
we may write informally. For a more serious account, we refer the reader to 
Lyndon and Schupp (1977, Chap. V) with the caveat that our terminology 
does not always coincide with theirs. 

When we speak of a polygon in the plane, we mean the usual geometric 
figure including its interior; of course, its boundary (or perimeter) consists of 
finitely many edges and vertices. A directed polygon is a polygon each of 
whose (boundary) edges is given a direction, indicated by an arrow. Finally, 
given a presentation (XIA) of a group, a labeled directed polygon is a directed 
polygon each of whose (directed) edges is labeled by a generator in X. 

Given a presentation (XIA) of a group, we are going to construct a labeled 
directed polygon for (almost) every word 

where Xl' ••. , Xn are (not necessarily distinct) generators and each ei = ± 1. 
For technical reasons mentioned below, w is restricted a bit. 
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Definition. Let F be a free group with basis X. A word w == x1' ... x:" on X 
with each ei = ± 1 is called freely reduced if it contains no subwords of the 
form xx-lor x-l x with x E X. 

A cyclic permutation of w == x1' ... x:" is a word of the form 
xi' ... x:" x1' ... xi~i' (by Exercise 3.8, a cyclic permutation of w is a conjugate 
of it). A word w is cyclically reduced if every cyclic permutation of it is freely 
reduced. 

If w == x1' ... x:" is cyclically reduced, construct a labeled directed polygon 
as follows: draw an n-gon in the plane; choose an edge and label it Xl; label 
successive edges X2' X3' ... , Xn as one proceeds counterclockwise around the 
boundary; direct the ith edge with an arrow according to the sign of ei (we 
agree that the positive direction is counterclockwise). For example, if k and x 
commute, then the labeled directed polygon is the square in Figure 12.1; we 
read the word k- 1 xkx-1 as we travel counterclockwise around the boundary. 

k , 

x' \ X 

.... 
" k 

Figure 12.1 

k 

k 

Figure 12.2 

As a second example, consider the last relation in Boone's group [YJ: 

ill == first edge is the top k-edge in Figure 12.2, for the boundary word 
is kq-1tqk-1q-1t-1q. If ill is not cyclically reduced, this construction 
gives a polygon having two adjacent edges with the same label and 
which point in opposite directions, and such polygons complicate proofs. 
However, there is no loss ingenerality in assuming that every relation in a 
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presentation is cyclically reduced, for every word has some cyclically reduced 
conjugate, and one may harmlessly replace a relation by any of its conju­
gates. Every cyclically reduced relation thus yields a labeled directed polygon 
called its relator polygon. 

We can now draw a picture of a presentation (XIA) of a group G (with 
cyclically reduced relations A) by listing the generators X and by displaying 
a relator polygon of each relation in A. These polygons are easier to grasp 
(especially when viewing several of them simultaneously) if distinct genera­
tors are given distinct colors. The presentation of the group fJI in Boone's 
lemma is pictured in Plate 1 (inside front cover). There are six types of genera­
tors: q; s; r; x; t; k, and each has been given a different color. 

There is a presentation of a group called fJl6 which is pictured in Plate 3. 
This group will occur in our proof of the Higman imbedding theorem. 

Another example is provided by an HNN extension: a relation involving a 
stable letter p has the form apebp-ec, where e = ± 1. If the corresponding 
relator polygon is drawn so that the p-edges are parallel, then they point in 
the same direction. 

Let D be a labeled directed polygon. Starting at some edge on the bound­
ary of D, we obtain a word w as we read the edge labels (and the edge 
directions) while making a complete (counterclockwise) tour of D's boundary. 
Such a word w is called a boundary word of D. (Another choice of starting 
edge gives another boundary word of D, but it is just a cyclic permutation, 
hence a conjugate, of w. A clockwise tour of D's boundary gives a conjugate 
of w-1.) 

Definition. A diagram is a labeled directed polygon whose interior may be 
subdivided into finitely many labeled directed polygons, called regions; we 
insist that any pair of edges which intersect do so in a vertex. 

We quote the fundamental theorem in this context; a proof can be found 
in Lyndon and Schupp. 

Fundamental Theorem of Combinatorial Group Theory. Let G have a finite 
presentation (XI A), where A satisfies the following conditions: 

(i) each b E A is cyclically reduced; 
(ii) if b E A, then b-1 E A; 

(iii) if (j E A, then every cyclic permutation of (j lies in A. 

If w is a cyclically reduced word on X, then w = 1 in G if and only if there is 
a diagram having a boundary word wand whose regions are relator polygons of 

relations in A. 

An immediate consequence of this theorem is a conjugacy criterion. As­
sume that wand w' are cyclically reduced words on X, and consider the 
annulus with outer boundary word w' and inner boundary word w, as in 
Figure 12.3. 
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Figure 12.3 

Corollary. The elements wand Wi are conjugate in G if and only if the interior 
of the annulus can be subdivided into relator polygons. 

The proof consists in finding a path /3 from Wi to wand cutting along 
/3 to form a diagram as in Figure 12.4. A boundary word of the new diagram 
is Wi /3w- 1 /3-\ and the fundamental theorem says that this word is 1 in G. 
Conversely, if Wi /3w- 1 /3-1 = 1 in G, one may form an annulus by identifying 
the edges labeled /3; that is, start with the diagram on the above right and 
glue the /3's together to obtain the annulus on the left. 

'.'.';:'" 
•••••• ;>.,.. 
)~ 

iii '~fJ 

fJ 
I Iw w 

)/ 

"" - Wi 

Figure 12.4 

An example will reveal how these diagrams can illustrate the various steps 
taken in rewriting a word using the relations of a given presentation. The 
proof of sufficiency of Boone's lemma requires one to prove, for a special 
word L, that 
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The hypothesis provides a sequence of elementary operations 

L* == WI --+ W 2 --+ ••. --+ Wn == q in r. 
The proof begins by showing that each w~ has the form Uv# qi. v", where 
v :s; n - 1 and Uv and v" are positive s-words; moreover, there are words Lv 
and Rv on {x, ri , i E I} such that, for all v, 

q 

Figure 12.5 

Figure 12.5 pictures all of these equations; we have not drawn the subdivision 
of each interior polygon into relator polygons, and we have taken the liberty 
oflabeling segments comprised of many s-edges by a single label Y, X, v", or 
Uv • 

The reader should now look at Plate 2; it is a diagram having W(L) as a 
boundary word. In the center is the octagon corresponding to the octagonal 
relation w(q) == kq-l tqk- 1 q-l C 1 q, and there are four (almost identical) quad­
rants as drawn above, involving either L or L-1 on the outer boundary and 
q or q-l on the octagon (actually, adjacent quadrants are mirror images). The 
commutativity of k with x and each ri allows one to insert sequences of 
squares connecting k-edges on the outer boundary to k-edges on the octagon; 
similarly, the commutativity of t with x and each ri inserts sequences 
connecting t-edges on the outer boundary with t-edges on the octagon. Since 
the quadrants have already been subdivided into relator polygons, the four 
quadrants together with the four border sequences, form a diagram. There­
fore, W(L) = 1 in fJI, as asserted by the fundamental theorem. 
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Define ;]Ia to be the group having the same presentation as ;]I except that 
the octagonal relation is missing. Now regard Plate 2 as an annulus having 
the octagonal relation as the inner boundary word. This annulus has just 
been subdivided into relator polygons, and so the corollary of the fundamen­
tal theorem says that w(I:) is conjugate to w(q) in ;]Ia. This last result is a 
reflection of the fact that the octagonal relation enters the given proof of the 
sufficiency of Boone's lemma at the last step. 

The Novikov-Boone-Britton Theorem: 
Necessity of Boone's Lemma 

We now turn to the proof of the more difficult half of Boone's lemma. Geo­
metrically, the problem is to subdivide the labeled directed polygon with 
boundary word w(I:) into a diagram whose regions are relator polygons of ;]I. 
The conjugacy of w(I:) and the octagonal relation w(q) in the group ;]Ia 

(mentioned above) suggests a strategy to prove the necessity of Boone's 
lemma: subdivide the annulus with outer boundary w(I:) and inner boundary 
w(q) using the relations of ;]I!J. (thereby allowing us to avoid further use of the 
octagonal relation w(q)), trying to make the annulus look like Plate 2. We 
shall give formal algebraic proofs, but, after the proof of each lemma, we shall 
give informal geometric descriptions. (It was the idea of E. Rips to describe 
this proof geometrically, and he constructed the diagrams for the Novikov­
Boone-Britton theorem as well as for the coming proof of the Higman im­
bedding theorem. He has kindly allowed me to use his description here.) 

Define groups ;]10, f181, ;]12' and ;]13 as follows: 

;]10 = (xI0), the infinite cyclic group with generator x; 

;]11 = (;]10; So, ... , sMI~l) 

(recall that we labeled certain subsets of the relations of;]l as ~1 c ~2 C ~3 
when we defined ;]I; recall also that this notation means that we are adjoining 
the displayed generators and relations to the given presentation of ;]10); 

;]12 = (;]11 * Q; r i , i E II~2)' 

where Q is free with basis {q, qo, ... , qN}; 

Lemma 12.11. In the chain 

;]10 ~ ;]11 ~ ;]11 * Q ~ ;]12 ~ f183 ~ ;]I, 

each group is an HNN extension of its predecessor; moreover, ;]11 * Q is an 
HNN extension of ;]10. In more detail: 
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(i) £!I1 is an HNN extension with base fJlo and stable letters {so, ... , SM}; 
(iii) £!I1 * Q is an HNN extension with base £!Io and stable letters {so, ... , SM} U 

{q, qo,· .. , qN}; 
(ii) £!I1 * Q is anHNN extension with base £!I 1 and stable letters {q,qo,· .. ,qN}; 
(iii) fJl2 is an HNN extension with base £!I1 * Q and stable letters {ri: i E I}; 
(iv) £!I3 is an HN N extension with base £!I2 and stable letter t; and 
(v) fJI is an HNN extension with base £!I3 and stable letter k. 

Proof. (i) The presentation 

fJl1 = (x, so, ... , sMls/i1 xSp = x 2 , all P) 

shows that £!I1 has base (x) = fJlo and stable letters {so, ... , SM}. Since x has 
infinite order, Ap = (x) ~ (x2 ) = Bp, and so ({JB: Ap --+ Bp, defined by x~ 
x 2 , is an isomorphism for all fJ. Therefore, £!I1 is an HNN extension. 

(iii) The presentation of £!I1 * Q, 

(x, so, ... , SM' q, qo, ... , qNls/i1 xSfJ = x 2 , q-1 xq = x, qi1 xqi = x), 

shows that £!I1 * Q has base £!1o and stable letters {so, ... , SM} U {q, q1' ... ' 
qN}. Since x has infinite order, Ap = (x) ~ (x2 ) = Bp, and so the maps ({Jp 
are isomorphisms, as above; also, the maps ({Jqj are identity maps, where 
A qJ = (x) = BqJ • Thus, £!I1 * Q is an HNN extension with base fJlo and stable 
letters {so, ... , SM} U {q, qo, ... , qN}· 

(ii) Since Q is free with basis {q, qo, ... , qN}' Example 11.10 now shows 
that fJl1 * Q is an HNN extension with base £!I1 and stable letters 
{q, qo, ... , qN}· 

(iii) The presentation 

fJl2 = (£!I1 * Q; ri, i E Ilri-1(F;# qi, G;)ri = H;'" qi2Ki' ri1(spx)ri = SpX-1) 

shows that fJl2 has base fJl1 * Q and stable letters {ri' i E I}. Now, for each i, 
the subgroup Ai is (Fi#qi, Gi, spx, all P) and the subgroup Bi is (Hi#qi2K i' 
spx-1, all P). We claim that both Ai and Bi are free groups with bases the 
displayed generating sets. First, use Exercise 11.8 to see that (spx, all fJ) is 
free with basis {sfJx, all P}: map (spx, all P) onto the free group with basis 
{so, ... , SM} by setting x = 1; then observe that Ai = (Fill' qi, Gi, spx, all fJ) ~ 
(Fi#qi, Gi) * (SfJx, all fJ) ~ £!I1 * Q (because F;"'qi, Gi involves a q-Ietter and 
elements of the free group (spx, all fJ) do not). A similar argument applies to 
Bi, and so there is an isomorphism ({Ji: Ai --+ Bi with ({Ji(Fi#qi, G;) = Hi#qi2K i 
and ({Ji(SpX) = spx-1 for all fJ. Thus, fJl2 is an HNN extension with base 

fJl1 * Q. 
(iv) Note that £!I3 has base fJl2 and stable letter t: 

£!I3 = (fJl2 ; tit-1 rit = ri , C 1 xt = x); 

Since t commutes with the displayed relations, £!I3 is an HNN extension of 
fJl2 , as in Example 11.11. 
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(v) Note that f!J has base f!J3 and stable letter k: 

f!J = (f!J3 ; klk-1rik = ri, i E f, k-1xk = x, k-1(q-1 tq)k = q-1 tq). 

As in Example 11.11, f!J is an HNN extension of f!J3· • 

Corollary 12.12. 

(i) The subgroup (Sl x, ... , SMX) S f!J1 is a free group with basis the displayed 
letters. 

(ii) There is an automorphism!/J of f!J1 with !/J(x) = x-1 and !/J(sp) = Sp for all {3. 

Proof. (i) This was proved in part (iii) of the above lemma. 
(ii) The function on the generators sending x H x-1 and sp H sp for all {3 

preserves all the relations. • 

The reader should view Lemma 12.11 as preparation for the remainder of 
the proof; it will allow us to analyze words using Britton's lemma, Theorem 
11.81. 

Lemma 12.13. Let L be a fixed special word satisfying the hypothesis of 
Bonne's lemma: 

W(L) == kL-1 tLk-1 L-1 C 1 L = 1 in f!J. 

Then there are freely reduced words L1 and L2 on {x, ri, i E I} such that 

L1LL2 = q inf!J2· 

Proof. Since f!J is an HNN extension with base f!J3 and stable letter k, 
Britton's lemma applies to the word kL-1 tLk-1 L-1 t-1 L; it says that 
kL-1tLk-1 is a pinch and that L-1tL = C in f!J3 , where C is a word on 
{x, q-1 tq, ri, i E I}. (Since the stable letter k commutes with {x, q-1 tq, ri, 
i E I}, we are in the simple case of Example 11.11 when the subgroups A and 
B are equal and the isomorphism q>: A --+ B is the identity.) Therefore, there 
exist words ill of the form L-1 tLC-1 = 1 in f!J3; in detail, 

ill == L-1 tLRO(q-1 te, q)R1 (q-1 t e2 q)R2 ... (q-1 tenq)Rn = 1 in f!J3, 

where the Rj are (possibly empty) freely reduced words on {x, ri , i E I} and 
ej = ± 1. We assume ill is such a word chosen with n minimal. 

Since f!J3 is an HNN extension with base f!J2 and stable letter t, Britton's 
lemma applies again, showing that ill contains a pinch t e DC e, and there is a 
word R on {x, ri, i E I} with D = R in f!J2. 

If the pinch involves the first occurrence of the letter t in ill, then t e DCe == 
tLRoq-1 t e ,. Hence e = + 1, e1 = -1, tLRoq-1 t e , = tRt-l, and 

LRoq-1 = R in f!J2; 

equivalently, 
R-1 LRo = q in f!J2, 

which is of the desired form. 
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If the initial t e in the pinch is teJ, wherej ~ 1, then teDt-e == teJqR.q-1teJ+l 
with qRjq-1 = R in rJi2 for some word R on {x, rio i E I}. Since rJi2 ~ rJi3, by 
Theorem 11.78, we may view this as an equation in 1143: 

teJqRjq-1teJ+l = teqRjq-1c e = teRt-e in rJi3 • 

But the stable letter t in 1143 commutes with x and all rio so there is an 
equation 

qRj q-1 = R in rJi3 • 

Hence, in 1143, 

(q-1teJq)Rj(q-1teJ+1q) = q-1 t eRt-eq 

= q-1 Rq (for t commutes with x, r;) 

= q-1(qRjq-1)q 

= Rj • 

There is thus a factorization of win f!43 having smaller length, contradicting 
the choice of n being minimal. Therefore, this case cannot occur. • 

q 

Figure 126 

Geometrically, we have shown that the labeled directed annulus with outer 
boundary word w(1:) and inner boundary word the octagon w(q) contains a 
"quadrant" involving 1: on the outer boundary, q on the inner boundary, and 
internal paths L1 and L2 which are words on {x, rh i E I}. Of course, there are 
two such quadrants as well as two "mirror images" of these quadrants which 
involve 1:-1 on the outer boundary and q-1 on the inner boundary. More­
over, the regions subdividing these quadrants are relator polygons corre­
sponding to the relations ~2. 
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Finally, there is no problem inserting the "border sequences" connecting 
k-edges (and t-edges) on the outer boundary with k-edges (and t-edges) on the 
inner boundary, for the internal paths of the quadrants involve only x and 
r;'s, all of which commute with k and with t. 

Recall that ~ == X# qj Y, where X and Yare positive s-words and qj E 

{q, qo, ... , qN}· We have just shown that 

L 1X#qjYL2 =q infIl2 

for some freely reduced words L1 and L2 on {x, ri, i E I}. Rewrite this last 
equation as 

L X # L-1y-1 
1 qj = q 2 in fIl2 . 

Lemma 12.14. Each of the words L 1X#qj and qL"i.1 y-1 is ri-reduced for every 
i E f. 

Proof. Suppose, on the contrary, that L 1X#qj contains a pinch r:Crke as a 
subword. Since X# is an s-word, this pinch is a subword of L 1 , a word on 
{x, ri, i E I}. Since L1 is freely reduced, C == xm for some m "# O. Since:!42 is an 
HNN extension with base fIll * Q and stable letters {ri' i E f}, Britton's lemma 
says that there is a word Vin:!41 * Q, where Q = <q, q1' ... , qN>' such that 

V == wo(Fi#qi1 GJe1 W1 .. . (Fi#qi 1 GJenwn , 

ej = ± 1, Wj is a word on {SIX, ..• , sMx} for allj, Vis reduced as a word in the 
free product, and 

xm = V in fIll * Q. 

Since xm E 311, one of the free factors of fIll * Q, we may assume that V 
does not involve any q-Ietters; in particular, V does not involve Fi# qi1 Gi. 
Therefore, 

xm=wo==(sPlx)fl ... (Sppx)fp in:!41' 

where each fv = ± 1. Since !JI 1 is an HNN extension with base !JIo = <x> and 
stable letters {so, ... , SM}, another application of Britton's lemma says that 
the word x-mwo, which is 1 in !JI1 , contains a pinch of the form six·sf/, 
where B = ± 1. Now inspection of the spelling of Wo shows that it contains no 
such subword; we conclude that Wo = 1, hence xm = 1. But x has infinite 
order (since!JIo :::;; !JIl)' and this contradicts m "# o. We conclude that L 1 , and 
hence L 1X#qj, is ri-reduced. 

A similar proof shows that qL"i.l y-1 is also rcreduced. • 

We know that the boundary word of each of the four quadrants is 1, so 
that each quadrant is subdivided into relator polygons. The two words in the 
lemma are sub-boundary words that do not flank either of the two q-edges; 
that is, neither of the q-edges is surrounded by other (boundary) edges on 
both sides. As we are working within !JIll, the octagonal relator polygon is not 
inside a quadrant. The only other relator involving a q-Ietter is the eight-
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Figure 12.7 

q 

Figure 12.8 

sided "petal" in A2 (Figure 12.7). There must be such a petal involving 
the q-Ietter on the quadrant's boundary. The lemma shows that the petal's 
boundary must contain edges in Yand edges in X# (Figure 12.8). 

The following lemma completes the proof of Boone's lemma and, with 
it, the Novikov-Boone-Britton theorem. In view of a further application 
of it in the next section, however, we prove slightly more than we need 
now. 

Lemma 12.15. Let Ll and L2 be words on {x, rio i E I} that are r;-reduced for 
all i E I. If X and Yare freely reduced words on {so, ... , SM} and if 

L 1 X#q j YL2 =q inPA2' 
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then both X and Yare positive and 

Xqj Y == (X#qj Y)* = q in r. 

Remark. In our case, both X and Yare freely reduced, for X and Yare 
positive (because ~ == X# qj Y is special), and positive words are necessarily 
freely reduced. 

Proof. The previous lemma shows that Ll X# qj = qL21 y-1 in f!l2 and that 
both words are ri-reduced. By Corollary 11.82, the number p ~ 0 of r-Ietters 
in Ll is the same as the number of r-Ietters in L2 (because no r-Ietters occur 
outside of Ll or L 2 ); the proof is by induction on p. 

If p = 0, then the equation L1X#qj YL 2 = q is 

xm X#qj Yx n = q in f!l2' 

This equation involves no r-Ietters, and so we may regard it as an equation 
in f!lJ * Q ::;; f!l2, where Q = <q, qQ, . .. ,qN)' But the normal form theorem for 
free products (Theorem 11.52) gives qj = q and xm X# = 1 = Yx n in f!ll' Since 
f!ll is an HNN extension with base f!lo = <x) and stable letters {so, . .. , SM}' 
it follows from Britton's lemma that m = 0 = n and that both X and Yare 
empty. Thus, X and Yare positive and X qj Y == qj == q in r. 

Assume now that p > O. By Lemma 12.14, the words L 1X#qj and 
qL21 y-1 are ri-reduced for all i. Since f!l2 is an HNN extension with base 
f!ll * Q and stable letters {ri' i E I}, Britton's lemma gives subwords L3 of Ll 
and L4 of L2 such that 

(1) L 1X#q jYL 2 == L3(r{XmX#qjYxnri-e)L4 = q in f!l2, 

where the word in parentheses is a pinch; moreover, either e = -1 and 

xm X# qj Yxn E Ai = <Fi# qi1 Gi, spx, all /3), 

or e = +1 and 

xmX#qjYxn E Bi = <HtqizKi' spx-l, all /3). 

In the first case, 

for the membership holds in the free product f!ll * Q; in the second case, 
qj = qiz' We consider only the case 

e = -1, 

leaving the similar case e = + 1 to the reader. There is a word 

w == xm X# qj YxnuO(Fi# qjGi)~l U1 ... (Fi# qjGi)~'Ut = 1 in f!ll * Q, 

where (Xj = ± 1 and the uj are possibly empty words on {spx, all {3}. Of all 
such words, we assume that w has been chosen with t minimal. We may 
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further assume that each Uj is a reduced word on {sf/x, all P}, for Corollary 
12.12(i) says that this set freely generates its subgroup. Since co = 1 in!JBl * Q, 
the normal form theorem for free products (Theorem 11.52) shows that each 
"syllable" of co between consecutive q/s is equal to 1 in !JBl' However, if 
one views !JBl * Q as an HNN extension with base !JBl and stable letters 
{q, qo,"" qN} (as in Example 11.10, in which case the subgroups A and Bare 
1), then Britton's lemma says that co contains a pinch qjCqj" as a subword 
with C = 1 in !JBl (of course, this case of Britton's lemma is very easy to see 
directly). 

If a pinch involves the first occurrence of q}, then -8 = IXl = -1 and 

Yx"uOGi l = 1 in !JBl' 

We claim that a pinch cannot occur at any other place in co. Otherwise, there 
is an index v with a pinch occurring as a subword of (F/" qP;),z'uiF/" qPi)"·+l. 
If IXv = + 1, then IXv+l = -1, the pinch is qjGiuvGi-lqjl, and GiuvGi- l = 
1 in !JBl; if IX. = -1, then IX.+l = + 1, the pinch is qjl Fi#-lU.F/"qj, and 
Fj#-lu.Fi# = 1 in !JBl' In either case, we have Uv = 1 in !JBl' But Uv is a reduced 
word on the basis {sf/x: all P}, and so Uv == 1, contradicting the minimality of 
t. We conclude that t = 1, IXl = -1, and 

co == xm X#qjYx"uOGilqjl Fi#-lUl = 1 in!JBl * Q. 

We have already seen that 

YX"UOGi- l = 1 in !JBl , 

and so it follows from co being in the free product that 

Fi#-lulx mX#=l in!JBl · 

We rewrite these last two equations, by conjugating, into more convenient 
form: 

(2) { 
X"UOGil Y = 1 in!JBl 

X#F/,,-lU l Xm =1 in!JBl · 

Recall that Gi is a positive s-word. Let us show, after canceling all 
subwords of the form sf/s,/ or Sfjl sf/ (if any), that the first surviving letter of 
Gil Y is positive; that is, there is enough cancellation so that the whole of 
Gi is eaten by Y. Otherwise, after cancellation, Gil Y begins with Spl for 
some p. Since !JBl is an HNN extension with base (x) and stable letters 
{so, ... , SM}' then x"UOGi- l Y = 1 in!JBl implies, by Britton's lemma, that its 
post-cancellation version contains a pinch s{Ds-;.f == s{xhs-;.f, where 0 ~ A. ~ 
M. Now Uo is a reduced word on {sox, ... , SMX}, say, 

Uo = (Sf/,X)9' .. . (sf/p x)9P, 

where gv = ± 1. The pinch is not a subword of x"uo. It follows that the last 
letter s-;.f of the pinch s{ xhs-;'f is the first surviving letter Sfjl of Gil Y. Thus, 
A. = P = PP' f = + 1 = gp' and Sf/XhSfjl == Sf/XSfjl; that is, h = 1. But x = 
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SpX2 si1 in &11, giving x E (x2), a contradiction. The first surviving letter of 
G;-l Y is thus positive, and so there is a subword Y1 of Y beginning with a 
positive s-letter for which Y == G; Y1 • 

In a similar manner, one sees, after canceling all subwords of the form spSi1 
or si1 sp (if any), that the first surviving letter of X# F/ -1 is negative; that is, 
there is enough cancellation so that the whole of F/-1 is eaten by X#. The 
proof is just as above, inverting the original equation X#F;#-l u1Xm = 1 in 
&11, There is thus a subword Xl of X with Xr ending in a negative letter and 
such that X == X1F;. 

We have proved, in [J81' that 1 = x nuoG;-l Y = x nuoG;-lG;Y1, and so 

U01 = Y1x n in &11, 

Define 

Since Uo is a word on spx's and r;-l spxr; = spx-1 for all {3, the element VOl is a 
word on {sox-1, ... , SMX-1 }. But we may also regard U01 and vo~ as elements 
of [J81 = (x, So, ... , SM)' By Corollary 12.12(ii), there is an automorphism 
t/J of &11 with t/J(x) = x-1 and t/J(sp) = sp for all {3. Hence, VOl = t/J(U01) = 
t/J( Y1 xn) = Y1 x-n; that is, 

(3) VOl = Y1 x-n in [J81' 

If one defines vl 1 = r;-l ul1r;, then a similar argument gives 

(4) 

where Xl is the subword of X defined above. 
Let us return to the induction (remember that we are still in the case 

e = -1 of the beginning equation (1)): 

L 1X#qjYL2 == L3(r;exmX#qjYxnr;-e)L4 = q in [J82' 

There are equations in [J82' 

q = L 1X#qjYL2 == L3 r;-1(xmX#)qj(Yxn)riL4 

Therefore, 

= L 3r;-1(ul1 F;#)qiG;u01 )r;L4 

= L3 vl 1ri1(F;#qjG;)r;vo1 L4 

- L -l( -1F# G ) -1 L - 3V1 r i i qj iri Vo 4 

= (L3 Vl 1)Hrq;2K;(vo1 L4) 

Eq. (2) 

= (L3X-mXf)Hrq;2K;(Y1x-nL4) Eqs. (3), (4). 

L 3x-m(Xr H;# q;2K; Ydx-n L4 = q in [J82' 

Now L 3x-m and x-nL4 are words on {x, r;, i E I} having at most p - 10ccur­
rences of various r-Ietters. In order to apply the inductive hypothesis, we 
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must see that xt Hr and K; YI are freely reduced; that is, they contain no 
"forbidden" subwords of the form SpSpl or Spl sp. Now K; is a positive word 
on s-letters, so that it contains no forbidden subwords; further, YI == G;-l Y is 
just a subword of Y (since the whole of G; is eaten by Y), hence has no 
forbidden subwords, by hypothesis. Therefore, a forbidden subword can 
occur in K; YI only at the interface. But this is impossible, for we have seen 
that YI begins with a positive letter, namely, "the first surviving letter" above. 
A similar argument shows that xt Hr is freely reduced. 

By induction, both XIH; and K; YI are positive. Hence, their subwords Xl 
and YI are also positive, and hence X == X I F; and Y == G; YI are positive. The 
inductive hypothesis also gives 

(xt H;#q;2 K ; YI )* = q in r. 
Since (Xr Hr)# = XIH;, we have 

(5) 

(it is only now that we see why the "sharp" operation # was introduced; had 
we used inversion instead, we would now have H;Xlq;2K; YI = q in r, and we 
could not finish the proof). Thus, 

XqjY == XIF;qjG;YI 

== XIF;q;, G; YI = XIH;q;2K; YI in r. 
Combining this with (5) gives 

XqjY=q inr, 

as desired. The case e = + 1 at the beginning of the inductive step is entirely 
similar, and the proof of Boone's lemma and the Novikov-Boone-Britton 
theorem is complete. • 

Here is some geometric interpretation of the long proof of this last lemma. 
At the end of the previous lemma, we had shown that a quadrant involving 
~ == X#q;, Yon the outer boundary and a q on the inner boundary must 
have a "petal" relator polygon next to q;,. Now there is another q-Ietter on 
this petal which is now in the interior of the quadrant. As petals are the only 
relator polygons involving q-Ietters (for we are working in gj<1), there must be 
a sequence of such petals (involving various q-Ietters) from the outer bound­
ary of the quadrant to the q on the inner boundary (Figure 12.9). 

Do any other q-edges occur on interior regions of the quadrant? The only 
other possibility is a flower whose eight-sided petals arise from a petal relator 
regions (Figure 12.10). We have not drawn the relator polygons that sub­
divide the eye of the flower, but we may assume that the eye contains no relator 
regions having q-edges (otherwise the eye contains a smaller such flower and 
we examine it). The boundary word of the flower's eye involves r;'s and sp's, 
and this word is 1 in gj2. By Britton's lemma, this word contains a pinch of 
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Figure 12.9 

Figure 12.10 

12. The Word Problem 
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the form rieCri-e. There are thus two adjacent petals whose r-edges point in 
opposite directions, and this contradicts the orientation of these petals (note 
how the geometry of the plane enters). 

x' 

Figure 12.11 

" " '-' " " 

x" 

Now focus on the top portion of the quadrant. The remainder of the proof 
shows that the dashed paths comprised of s-edges can be drawn (actually, the 
proof shows that the rightward path is xt (followed by x-m, which is incor­
porated into L3 )and the leftward path is Yl (followed by x n, which is incorpo­
rated into L4)' Induction says that one can repeat this construction, so that 
the petals move down to the bottom q; thus the whole quadrant can be 
subdivided into relator regions. 

Aside from the group-theoretic proof just given (which is a simplification 
of Britton's original proof), there are several other proofs of the unsolvability 
of the word problem for groups: the original combinatorial proofs of 
Novikov and of Boone; a proof of G. Higman's, which is a corollary of 
his imbedding theorem. The proof of Higman's imbedding theorem that we 
shall give in the next section uses our development so far, whereas Higman's 
original proof does not depend on the Novikov-Boone-Britton theorem. 

We must mention an important result here (see Lyndon and Schupp (1977) 
for a proof). W. Magnus (1930) proved the Freiheitsatz. If G is a finitely 
generated group having only one defining relation r, say, G = (Xl' ••. , xnlr), 
then any subset of {Xl' ••. , Xn} not containing all the Xi involved in r freely 
generates its subgroup. As a consequence, he showed (1932) that G has a 
solvable word problem. 

There are other group-theoretic questions yielding unsolvable problems; 
let us consider another such question now. 

Definition. A finitely generated group G = (XIA) has a solvable conjugacy 
problem if there is a decision process to determine whether an arbitrary pair 
of words wand w' on X are conjugate elements of G. 
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When G is finitely presented, it can be shown that its having a solvable 
conjugacy problem does not depend on the choice of finite presentation. A 
group with a solvable conjugacy problem must have solvable word problem, 
for one can decide whether an arbitrary word w is (a conjugate of) 1; the 
converse is false. We now indicate how this result fits into our account. 

Corollary 12.16. The group [14A has solvable word problem and unsolvable 
conjugacy problem. 

Proof. Recall that [14A is Boone's group [14 without the octagonal relation 
w(q). A.A. Fridman (1960) and Boone, independently, proved that [14A has 
solvable word problem (we will not present this argument). 

The following three statements are equivalent for any special word L: 

(i) W(L) = 1 in [14; 

(ii) ~* = q in r; 
(iii) W(L) is conjugate to w(q) in [14A. 

The necessity of Boone's lemma is (i) => (ii); in geometric terms, we have 
already seen that the labeled directed annulus with outer boundary word 
W(L) and inner boundary word w(q) can be subdivided into relator polygons 
corresponding to relations other than w(q); that is, using relations of [14A. This 
proves (ii) => (iii). Finally, (iii) => (i) is obviously true, because w(q) = 1 in [14. 

The equivalence of (i) and (iii) shows that [14A has a solvable conjugacy prob­
lem if and only if [14 has a solvable word problem. By the Novikov-Boone­
Britton theorem, [14A has an unsolvable conjugacy problem. • 

The Higman Imbedding Theorem 

When can a finitely generated group be imbedded in a finitely presented 
group? The answer to this purely group-theoretic question reveals a har­
monic interplay of Group Theory and Mathematical Logic. The proof we 
present here is due to S. Aanderaa (1970). 

The following technical lemma is just a version of the "trick" which allows 
an arbitrary word on an alphabet to be viewed as a positive word on a larger 
alphabet. 

Lemma 12.17. Every group G has a presentation 

G = (YI'I') 

in which every relation is a positive word on Y. If G is finitely generated (or 
finitely presented), there is such a presentation in which Y (or both Y and '1') is 
finite. 

Proof. If G = (Xld) is a presentation, define a new set X' disjoint from X and 
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in bijective correspondence with it via x r-+ x', 

X' = {x'ix EX}, 

and define a new presentation of G: 

G = (X u X'I~', xx', x EX), 
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where ~' consists of all the words in ~ rewritten by replacing every occur­
rence of every x-1 by x'. • 

Definition. A group R is recursively presented if it has a presentation 

R = (u 1 , ... , urnlw = 1, wEE), 

where each w is a positive word on U 1, ... , urn' and E is an r.e. set. 

The lemma shows that the positivity assumption, convenient for notation, 
is nO real restriction On R. 

EXERCISES 

12.12. If a group R is recursively presented, then it has a presentation whose relations 
form a recursive set of positive words. (Hint. If the given presentation is 

R = (u b .•. , urnlwk = 1, k;:::: 0), 

where {Wk = 1, k ;:::: O} is an r.e. set of positive words, define a new presentation 

(Ul, ... , Urn' yly = 1, ykwk = 1, k;:::: 0).) 

12.13. Every finitely generated subgroup of a finitely presented group is recursively 
presented. (Hint. Consider all words that can be obtained from 1 by a finite 
number of elementary operations.) 

12.14. Every recursively presented group can be imbedded in a two-generator recur­
sively presented group. (Hint. Corollary 11.80.) 

Theorem 12.18 (G. Higman, 1961). Every recursively presented group R can be 
imbedded in a finitely presented group. 

With Exercise 12.13, Higman's theorem characterizes finitely generated 
subgroups of finitely presented groups. 

Assume that R has a presentation 

R = (u 1 , ..• , urnlw = 1, wEE), 

where E is an r.e. set of positive u-words. There is thus a Turing machine T 
(with alphabet {so, ... , SM} containing {Ul, ... , urn}) enumerating E; more­
over, by Exercise 12.11, we may assume that T has stopping state qo. We are 
going to use the group £JI(T), constructed in Boone's lemma, arising from the 
semi group r(T). Now the original Markov-Post semigroup y(T) was rewrit-
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ten as qT) for the convenience of the proof of the unsolvability of the word 
problem. For Higman's theorem, we shall rewrite y(T) another way. Of 
course, this will engender changes in the generators and relations of £Jl(T), 
and so we review the construction. Beginning with a Turing machine T with 
stopping state qo, we constructed y(T) with generators q, h, qo, ... , qN' So, ... , 
SM' and certain relations. The semigroup qT) renamed h as the last s-letter; 
thus, qT) has generators q's and s's and relations those of y rewritten ac­
cordingly. Returning to the original notation (with h no longer an s-letter) 
gives a group £Jl(T) with generators: 

and relations those of the original £Jl(T) but with the relations ~2 rewritten 
accordingly: 

~~: forall /3=O, ... ,M and iEl, 

-1 2 Sp xSp = x , 

-1 -1 ri spxri = xSp , 

h-1 xh = x 2 , 

ri- 1hxri = xh-l, 

By Corollary 12.9, a positive s-word w lies in E if and only if w(h-1 ql wh) = 1 
in £Jl(T); that is, WEE if and only if 

(6) k(h-lw-lql1hth-lqlWh) = (h-lw-lql1hth-lqlWh)k in £Jl(T). 

Let us introduce new notation to simplify this last equation. First, define 
£Jl2(T) as the group with the presentation 

£Jl2 (T) = (q, h, qo, ... , qN, So, ... , SM, ri, i E II~~). 

Now introduce new symbols: 

and 

Define a new group £Jl;(T) by the presentation 

£Jl;(T) = (£Jl2(T); rlr-l(ql1hrih-lqdr = ql1hrih-lql, 

r-l(ql1hxh-lql)r = ql1hxh-lqd· 

Note that .1B;(T) is just another presentation of the group 

£Jl3 = (£Jl2 (T); tltri = rit, i E I, tx = xt), 

as can be quickly seen by replacing r by its definition. Similarly, we define 

£Jl'(T) = (£Jl;(T); KIK-l(hrih-l)K = hrih-l, K-1(hxh- 1 )K = hxh-1 , 

K-I(hq-Ih-Iqlrqjlhqh-I)K = hq-1h-1qlrqj1hqh- I ). 

Replacing K by its definition shows that £Jl'(T) is another presentation of 

£Jl(T) = (£Jl3(T); klkri = rik, i E I, kx = xk, k(q-I tq) = (q-I tq)k). 
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Lemma 12.19. 

(i) £36;(T) is an HNN extension with base £362 (T) and stable letter r. 
(ii) £36' (T) ~ £36( T), and £36' (T) is an H N N extension with base £36; (T) and sta­

ble letter K. 

Proof. As the proof of Lemma 12.11. • 

The next lemma shows how £36'(T) simplifies (6). 

Lemma 12.20. If w is a positive word on so, ... , SM' then WEE if and only if 
K(w-1rw) = (w- 1rw)K in £36'(T). 

Proof. The equation w(h-1qlwh) = 1 in £36(T) has this simpler form in £36'(T) 
once t and k are replaced by rand K, respectively. • 

Form the free product £36'(T) * R. Recall that R is generated by 
{u 1 , ••• , um }· At the outset, the Turing machine T enumerating the relations 
of R was chosen so that its alphabet {so, ... , SM} contains {u 1 , ... , um }. Of 
course, the generating sets of the free factors of £36'(T) * R must be disjoint. 
Let us, therefore, introduce new letters {ai' ... , am} C {so, ... , SM} C £36'(T) 
for the replica of {Ul' ... , um } C R. Henceforth, we will regard the r.e. set E as 
comprised of certain positive words on {ai' ... , am} C {so, ... , SM}. Our re­
writing is completed. 

Now define new groups £364 , £365, and £366 as follows (these also depend on 
T, but we abbreviate notation): 

£364 = (£36'(T) * R; b1, ... , bml bi- 1 ujbi = Uj' bi- 1 ajbi = aj' 

bi- 1 Kbi = Kui\ all i,j = 1, ... , m); 

£365 = (£364; dl d-1 Kd = K, d-1 aibid = ai' i = 1, ... , m); 

£366 = (£365; ala-Ira = rd, a-IKa = K, a-laia = ai, i = 1, ... , m). 

Aanderaa's proof of Higman's theorem is in two steps. The first step shows 
that each of these groups is an HNN extension of its predecessor: 

R ~ £36'(T) * R ~ £364 ~ £365 ~ £366; 

by Theorem 11.78, each group is imbedded in its successor, and so R is a 
subgroup of £366. The second step shows that £366 is finitely presented. After the 
proof is completed, we shall see that the diagram in Plate 4 partially explains 
how the generators and relations of the groups £364, £365, and £366 arise. 

Lemma 12.21. The subgroups <ai' ... , am, K) and <ai' ... , am, r) of £36'(T) * R 
are free groups with respective bases the displayed generating sets. 

Proof. Recall our analysis of £36( T) in Lemma 12.11: £361 is an HNN extension 
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with base 910 and stable letters {so, ... , SM}; in our present notation, 911 has 
stable letters {h,sO,,,,,SM}' It follows from Lemma 11.76 that (h,so, ... , 
SM) is a free group with basis {h,sO,,,,,SM}' Since 911 ~91'(T), this last 
statement holds in 91'(T)*R. But {al, ... ,am}c{sO,,,,,SM}' so that 
(al, ... , am) is free with basis {al' ... , am}. 

We now show that {a1, ... , am, K} freely generates its subgroup (a similar 
argument that {a1, ... , am, -r} freely generates its subgroup is left to the read­
er). Otherwise, there is a word 

W == CoKe'C1Ke2",Cn_1Ken = 1 in PA'(T)*R, 

where e. = ± 1 and c. are (possibly empty) freely reduced words on 
{a1, ... , am}; we may further assu~, of all such words w, that n is chosen 
minimal. Since w involves no u-Ietters, we have w = 1 in PA'(T). As 91'(T) is 
an HNN extension with base 8B~(T) and stable letter K, Britton's lemma says 
that either w does not involve K or w contains a pinch KeC.K-e, where c. 
is a word on {hrih-l, i E I, hxh-l, hq-l h-1ql -rql1 hqh-1}. But the relations 
in 91'(T) show that K commutes with c., so that KeC.K-e = c. in 91'(T) ~ 
91' (T) * R. and this contradicts the minimality of n. It follows that w does not 
involve K; that is. w is a reduced word on {al' ... , am}. But we have already 
seen that (a 1 • ... , am) is free with basis {al' ... , am}, so that w == 1. • 

Lemma 12.22.914 in an HNN extension with base 91'(T) * R and stable letters 
{b1 , ... , bm }· 

Proof. It suffices to show there are isomorphisms ((Ji: Ai --+ Bi, where 

Ai = (u 1,···, Um• a1, ... , am. K), 

Bi = (Ul, ... , Urn, al, ... , am, KUjl), 

and ((J1(ui) = uJ, ((Ji(aj) = ai' and ((JI(K) = KUi1. Note that Ai = BI • 

It is easy to see, in 91'(T) * R. that 

Ai= (al, ... ,am,K)*(Ul'''''Um) 

= (a 1, ... , am, K) *R. 

By Lemma 12.21, (a 1, ... , am, K) is freely generated by {a1, ... , am, K}. so 
that 'Pi is a well defined homomorphism. Similarly, the map ljIi: Bi --+ Ai, giv­
en by ljIi(Uj) = uj• ljIi(aj) = ai' and ljIl(K) = KU;, is a well defined homomor­
phism. But ljIi is the inverse of ((J;, so that ((Ji is an isomorphism and 914 is an 
HNN extension. • 

Lemma 12.23.915 is an HNN extension with base 914 and stable letter d. 

Proof. It suffices to show that there is an isomorphism 

((J: A = (K, a1bt> .... ambm) --+ B = (K. at> ... , am) 

with ((J(K) = K and ((J(a,bi) = ai for all i. 
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Since K-1biK = biUi in [JU4, the function 8: [JU4 --+ [JU'(T) * R, defined by 
sending each bi to 1, each Ui to 1, and all other generators to themselves, is 
a well defined homomorphism (it preserves all the relations: bi = 1 implies 
1 = K-1biK = biui = uJ The map 8 takes each of <K, a1bt> ... , ambm> and 
<K, a1, ... , am> onto the subgroup <K, a1, ... , am>::; [JU'(T)*R which, by the 
preceding lemma, is free on the displayed generators. By Exercise 11.8, each 
of the two subgroups A and B of [JU4 is free on the displayed generators, and 
so the map cp: A --+ B given above is a well defined isomorphism. • 

The next lemma will be needed in verifying that [JU6 is an HNN extension 
of [JUs. 

Lemma 12.24. The subgroup A = <K, a1, ... , am, r> ::; [JU'(T) has the presenta­
tion 

Remark. Recall our change in notation: although E was originally given as a 
set of positive words on {u 1 , ••• , um }, it is now comprised of positive words 
on {at> ... , am}· 

Proof. By Lemma 12.20, the relations K-1w-1rwK = w-1rw, for all wEE, do 
hold in fJU'(T), and hence they hold in the subgroup A ::; fJU'(T). To see that 
no other relations are needed, we shall show that if ( is a freely reduced word 
on {K, a1, ... , am, r} with ( = 1 in A, then ( can be transformed into 1 via 
elementary operations using only these relations. 

Step 1. ( contains no subword of the form r8wK~, where 6 = ± 1, '1 = ± 1, 
and wEE. 

It is easy to see that the given relations imply 

If ( contains a subword r8wK~, then 

(== (lr8wK~(2 --+(lwK~w-1r8w(2 

is an elementary operation. Cancel all subwords (if any) of the form yy-1 or 
y-1 y, where y == r, K, or some aj • With each such operation, the total number 
of occurrences of r8 which precede some K~ goes down. Therefore, we may 
assume that ( is freely reduced and contains no subwords of the form r'WK~. 

Step 2. (involves both K and r. 

If ( does not involve K, then it is a word on {a 1, ... , am' r}. But this set 
freely generates its subgroup, by Lemma 12.21, and so ( being freely reduced 
and ( = 1 imply ( == 1. A similar argument shows that ( involves r as well. 

Since [JU'(T) is an HNN extension with base [JU;(T) and stable letter K, 
Britton's lemma says that ( contains a pinch KeVK- e, where e = ± 1, and 
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there is a word D on {hrih-t, i E J, hxh-1 , hq-l h-1 ql,ql1 hqh-1 } with 

V = D in PA;(T). 

Choose D so that the number of occurrences of, in it is minimal. 

Step 3. D is ,-reduced. 

Now PA;(T) is an HNN extension with base PA2(T) and stable letter ,. Let 
us write 

so that 
hq-l h-1 ql ,ql1 hqh-1 == b,b-1 . 

If D, which is now a word on {hrih-t, i E J, hxh-1, b,b-1 }, is not ,-reduced, 
then it contains a pinch. Since an occurrence of , can only arise from an 
occurrence of b,b-1, it follows that 

D == Dl b,! b-1 D2 b,-! b-1 D3 , 

where D2 does not involve the stable letter, (just check the cases f = 1 and 
f= -1 separately); moreover, there is a word Won {Ql1hrih-lql' iEI, 
ql1hxh-lqd with 

b-1 D2 b = W in PA2 (T) 

(the subgroups A and B in the HNN extension are here equal, and so we need 
not pay attention to the sign off). From tLe presentation of PA~(T), we see 
that, and W commute. Therefore, 

D = D1J,fW,-fJ-1D3 = D1JWJ-1D3 in PA~(T), 

contradicting our choice of D having the minimal number of occurrences of 
,. It follows that D is ,-reduced. 

Step 4. V is ,-reduced. 

Otherwise, V contains a pinch ,gc,-g, where 

C = W in PA2 (T) 

and W, a word on {Ql1hrih-1Ql' i E I, Ql1hxh-lqd (as above), commutes 
with, in PA~(T). Now V does not involve K, so its subword C involves neither 
K nor ,. Since " hence its subword V, is a word on {K, a1, ... , am' ,}, it follows 
that C is a word on {a1, ... ,am }. But <"al, ... ,am ) ~PA'(T)*R is a free 
group with basis the displayed generators, by Lemma 12.21, and so C 
commutes with, if and only if C == 1. Therefore, the pinch ,gc,-g == ,g,-g, 
contradicting, being freely reduced. 

Step 5. Both V and D involve ,. 

Since V = D in PA;(T) and both are ,-reduced, Corollary 11.82 applies to 
show that both of them involve the same number of occurrences of the stable 
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letter r. Assume now that neither V nor D involves !. Then V is a word on 
{aI' ... , am} and D is a word on {hrih-I, i E I, hxh-l }; we may assume that D 
has been chosen so that the total number of occurrences of r-Ietters is mini­
mal; moreover, we may assume that all adjacent factors equal to hxh-l are 
collected as hxmh-l . It follows that the equation V = D holds in the subgroup 
P42(T), which is an HNN extension with base P41 * <q, qo, ... , qN) and stable 
letters {ri' i E I}. 

Now V is r;-reduced for all i because V, being a word on {aI' ... , am}, does 
not even involve any r-Ietters. We claim that D is also ri-reduced for all i. 
Otherwise, D (a word on {hrih-l, i E I, hxh-l }) contains a pinch: there is thus 
an index i with 

D == f1lhr/h-If12hri-lh-If13' 

where 1 = ± 1 and f12 involves no r-Ietters (just check the cases 1 = 1 and 
1 = -1 separately); hence, f12 == hxmh-l (since it is freely reduced), and 

D == f1 l hr/xmr;-lh-1 f13. 

The pinch in D is thus r/xmri- l , and Britton's lemma concludes, depending on 
the sign of I, that xm is equal in P41 * <q, qo, ... , qN) either to a word on 
{Fr qi 1 Gi, SOX, ., ., SMX} or to a word on {Ht q;2K;, sox-I, ... , SMX-l }. As D 
does not involve q-Ietters, xm is equal in fIJI to a word on either {sox, ... , 
SMX} or {soX-I, ... , SMX-l}, and we have already seen, in the proof of Lemma 
12.14, that this forces m = O. Therefore, the pinch is riri- l , contradicting our 
choice of D having the minimal number ofr-Ietters. We conclude that both V 
and Dare r;-reduced for all i. By Corollary 11.82, D involves no r-Ietters 
(because V involves none), and D is a word on hxh-l ; that is, D = hxnh-l in 
fIJI' In this step, V is assumed to be a word on {aI' ... , am} C {So, ... , SM}' so 
that the equation V = D holds in P41 and 

Vhx-n h-l = 1 in P41 . 

Recall that P41 is an HNN extension with base <x) and stable letters 
{h, so, ... , SM}' If V involves aj for some j, then Britton's lemma gives a pinch 
a; U aj-V, where v = ± 1 and U is a power of x (for aj is a stable letter). Now 
h #- aj' for h ¢ {so, ... , SM}, so that this pinch must be a subword of V. But V 
does not involve x, and so U == 1; therefore a; aiv is a subword of V, contra­
dicting ( and its subword V being freely reduced. It follows that V involves no 
a.' as V is now assumed to be a word on a-letters, we have V == 1. Recall that 
V'arose in the pinch KeVK- e, a subword of (, and this, too, contradicts (being 
freely reduced. 

Step 6. V contains a subword !e VP' where Vp is a positive a-word lying in the 
r.e. set E. 

Since D, a word on {hrih-l, i E I, hxh-1, hq-l h-1 ql !ql1 hqh-1}, involves !, 
it must involve hq-l h-Iql ,ql1 hqh-1. Write 

D == N(hq-Ih-lql,aql1hqh-l)A, 
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where (X = ± 1 and the word in parentheses is the final occurrence of the long 
word involving r in D; thus, A is a word on {hrih-l, i E 1, hxh-1}. 

Since V involves r, we may write 

(7) 

where Gj = ± 1 and each Vi is a freely reduced word on a-letters. By Steps 3 
and 4, both D and V are r-reduced, so that Corollary 11.82 says that 

rEp VpA -1 hq-1 h-1q1 r-a 

is a pinch. Thus, there is a word Z on kl1hrih-1q1' q11hxh-1qd with 

VpA -1 hq-1 h-1 q1 = Z in ~2(T); 

of course, we may choose 
Z = q11hL1h-1q1' 

where L1 is a word on {x, ri, i E I}; similarly, since A is a word on {hrih-l, 
i E I, hxh-1}, we may write 

A -1 = hL2h-1 in ~2(T), 

where L2 is a word on {x, ri , i E I}. Substituting, we see that 

VphL2h-1hq-1h-1q1 = q11hL1h-1q1 in ~2(T), 

and we rewrite this equation as 

Ll1 h-1 q1 VphL2 = q in ~2(T). 

Note that Vph is freely reduced, for Vp is a freely reduced word on a-letters, 
and h is not an s-letter, hence not an a-letter. By Lemma 12.15 (with X = h 
and Y = Vph), we have Ya positive word, so that its subword Vp is a positive 
word on a-letters; moreover, 

hq1 Vph = q in y(T). 

By Lemma 12.4, Vp E E. Returning to (7), the birthplace of Vp, we see that 
rEp ~ is a subword of V. Indeed, V = V' rEp Vp' where V'is the initial segment 
of V. 

Step 7. Conclusion. 

Recall that V arose inside the pinch ICe VIC- e , which is a subword of (. From 
the previous step, we see that ICe V' rEp VpIC- e is a subword of (. In particular, ( 
contains a subword of the form rEOJIC~, where G = ± 1, 1'/ = ± 1, and OJ E E. 
But we showed, in Step 1, that ( contains no such subword. This completes 
the proof. • 

Lemma 12.25. 

(i) ~6 is an HNN extension with base ~5 and stable letter (T. 

(ii) R is imbedded in ~6. 
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Proof. (i) It suffices to show that there is an isomorphism 

with q>(K) = K, q>(r) = rd, and q>(a) = aj for allj. Since 

8#'(T) ::::;; f!44 ::::;; f!4s, 

459 

the subgroup A is precisely the subgroup whose presentation was determined 
in the previous lemma: 

To see that q> is a well defined homomorphism, we must show that it 
preserves all the relations; that is, if wEE, then 

We shall show that this last equation does hold in f!4s, and hence it holds in 
B::::;; 8#s. 

Let us introduce notation. If W is a word on {a 1, ... , am}, write Wb to 
denote the word obtained from W by replacing each aj by bj , and let W. denote 
the word obtained from W by replacing each aj by uj • If wEE, then W. = 1, 
for W. is one of the original defining relations of R. For wEE, each of the 
following equations holds in f!4s: 

K-1w-1rdwK = K-1w-1r(dwr1)dK 

= K-1w-1rwwbdK 

(for daid-1 = aibi in f!45 and ai and bj commute in f!44 ::::;; f!45J. Since K and d 
commute in f!4s, we have 

K-1w-1rwwbdK = K-1w-1rwwbKd 

= K-1w-1rwK(K-1WbK)d 

= K-1w-1rwKwbwud 

(because bi and Uj commute and K- 1 biK = biUi) 

= K-1w-1rwKwbd 

(because W. = 1). We have shown that 

On the other hand, 

K-1w-1rwwbdK = (K-1w-1rwK)wb d 

= w-1rwwbd. 
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as we saw above. Therefore, 

K-1w-1.dcmc = w-1.dw in f!45 

and qJ: A -+ B is a well defined homomorphism. 
To see that qJ is an isomorphism, we construct a homomorphism t/I: f!45 -+ 

f!45 whose restriction t/lIB is the inverse of qJ. Define t/I by setting t/l1f!4'(T) to 
be the identity map and 

t/I(d) = t/I(bi) = t/I(Ui) = 1. 

Inspection of the various presentations shows that t/I is a well defined 
homomorphism. Since t/I(K) = K, t/I(ai) = ai' and t/I(.d) = ., we see that t/lIB is 
the inverse of qJ. 

(ii) This follows from several applications of Theorem 11.78. • 

The following lemma completes the proof of the Higman imbedding 
theorem: 

Lemma 12.26. f!46 is finitely presented. 

Proof. The original presentation of R is 

R=(u 1 , ••• ,umlw= l,wEE), 

where E is an r.e. set of positive words on {u 1 , ••• , um }. Recall the notation 
introduced in the proof of Lemma 12.25: if w is a word on {ai' ... , am}, then 
Wu and Wb are obtained from W by replacing each ai by Ui or bi' respectively. 
With this notation, the presentation of R can be rewritten: 

R = (u 1 , ••• , umlwu = 1, wEE). 

Now f!4'(T) * R is a finitely generated group having a finite number of rela­
tions occurring in the presentation of f!4'(T) together with the (possibly infi­
nitely many) relations above for R. Each step of the construction of f!46 from 
f!4'(T) * R contributes only finitely many new generators and relations. Thus, 
f!46 is finitely generated, and it is finitely presented if we can show that every 
relation of the form Wu = 1, for wEE, is a consequence of the remaining 
relations in f!46. 

By Lemma 12.20, K-1W-1.WK = w-1.w for all WEE. Hence 

Since (1 commutes with K and with all ai' this gives 

As (1-1.(1 = .d, this gives 



The Higman Imbedding Theorem 

Inserting W",,-l W-l and ww-1 gives 

("-l W-1"CW,,),,-lW-1dw,, = (w-1"CW)w-1dw. 
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The terms in parentheses are equal (Lemma 12.20 again), so that canceling 
gives 

(8) 

Now the relations daid- 1 = aibi and aibj = bjai, all i,j, give 

dwd-1 = WWb' 

hence 
W = d-1WWbd, 

for every word W on {a 1, •.• , am}, and so 

(9) 

Substituting (9) into (8) gives 

Wb = "-1(w-1dw),,d-1 = "-l Wbd,,d-1• 

Since" and d commute, 

(10) 

On the other hand, the relations ,,-1 bi" = biUi and biuj = ujbi, all i, j, give 

,,-lWb " = WbWy. 

This last equation coupled with (10) gives 

and so Wy = 1, as desired. • 

Let us review the proof of Higman's theorem to try to understand 
Aanderaa's construction. Certainly, some of the relations of 846 are present to 
guarantee a chain of HNN extensions, for this gives an imbedding of R into 
f!46. The proof of the last lemma, showing that 846 is finitely presented, 
amounts to proving, for wEE, that Wy = 1 follows from the other relations; 
that is, one can subdivide the labeled directed polygon with boundary word 
Wy into relator polygons corresponding to the other relations in f!46. E. Rips 
has drawn a diagram (Plate 4) that helps explain the construction of f!46. 

Before we examine Plate 4, let us discuss diagrams in the plane from a 
different viewpoint. Regard the plane as lying on the surface of a sphere, and 
assume that the north pole, denoted by 00, lies outside a given diagram. 
Otherwise said, we may regard a given planar diagram D having n regions to 
actually have n + 1 regions, the new "unbounded" region (containing 00) 
being the outside of D. We now propose redrawing a diagram so that the 
unbounded region is drawn as an interior region. For example, assume that 
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b 

Figure 12.12 

b 

Figure 12.13 

Figure 12.12 shows that w == aba- 1 b2 = 1 in some group. Figure 12.13 is 
a redrawn version of Figure 12.12 with 00 marking the old unbounded 
region. 

To redraw, first number all the vertices, then connect them as they are 
connected in the original diagram. Note that all the (bounded) regions are 
relator regions corresponding to the inverses of the original relations, with 
the exception of that containing 00. The boundary word of the region with 00 

is sbt, as in the original diagram. In general, every (not necessarily bounded) 
region in the redrawn diagram is a relator polygon save the new region 
containing 00 whose boundary word is w. Such a diagram will show that 
w = 1 if every region (aside from that containing (0) is a relator polygon and 
the boundary word of the diagram is 1 in the group. 

Let us return to PJ6 • For a word wEE, draw a diagram, new version, 
showing that Wu = 1 in £1i6 (using only the other relations of £1i6 ). By Lemma 
12.20, wEE gives 
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1C 

1C 

Figure 12.14 

Figure 12.15 

We begin, therefore, with a labeled directed octagon for this word as well 
as with a "balloon" region (containing (0) inside having boundary word 
W II • To subdivide, draw a second octagon inside it, and yet a third octagon 
perturbed by two d-edges. Now complete this picture, adding CT-edges and the 
subdivision of the bottom, to obtain Plate 4, the diagram showing that Wu = 
1 follows from the other relations. 

Let us indicate, briefly, how the Novikov-Boone-Britton theorem follows 
from the Higman theorem. It is not difficult to construct a recursively 



464 12. The Word Problem 

presented group G having an unsolvable word problem. For example, let G 
be a variant of the group in Theorem 11.85: if F is a free group with basis 
{a, b}, let 

G = (a, b, plp-l wnp = Wn for all nEE), 

where the commutator subgroup F' is free with basis {wo, Wi' ... , W n , ••• } 

and E is an r.e. set in 1L that is not recursive. By Higman's theorem, there is a 
finitely presented group G* containing G. If G* had a solvable word problem, 
then so would all its finitely generated subgroups, by Exercise 12.4, and this 
contradicts the choice of G. 

Some Applications 

Higman's theorem characterizes those finitely generated groups G that can 
be imbedded in finitely presented groups. Of course, any (perhaps nonfinitely 
generated) group G that can be so imbedded must be countable. In Theorem 
11.71, we saw that every countable group G can be imbedded in a two­
generator group GII . 

Lemma 12.27. If G is a countable group for which GIl is recursively presented, 
then G can be imbedded in a finitely presented group. 

Proof. Higman's theorem shows that GII can be imbedded in a finitely 
presented group. • 

At this point, we omit some details which essentially require accurate 
bookkeeping in order to give an explicit presentation of GII from a given 
presentation of G. We assert that there is a presentation of the abelian group 

00 

G= L D;, 
;=1 

where D; ~ Q ~ (QIlL) for all i, such that GIl is recursively presented. 

Theorem 12.28. There exists a finitely presented group containing an isomor­
phic copy of every countable abelian group as a subgroup. 

Proof. By Exercise 10.29, every countable abelian group can be imbedded in 
G = I~l D;, where D; ~ Q ~ (QIlL) for all i. Lemma 12.27, with the assertion 
that GIl is recursively presented, gives the result. • 

There are only countably many finitely presented groups, and their free 
product is a countable group H having a presentation for which HII is 
recursively presented. 



Some Applications 465 

Theorem 12.29. There exists a universal finitely presented group 0/1; that is, 0/1 
is a finitely presented group and 0/1 contains an isomorphic copy of every fi­
nitely presented group as a subgroup. 

Proof. The result follows from Lemma 12.27 and our assertion about the 
group HII. • 

Groups with a solvable word problem admit an algebraic characterization. 
In the course of proving this, we shall encounter groups which are not finitely 
generated, yet over whose presentations we still have some control. Let G be 
a group with presentation 

G = (Xi> i ~ OIA) 

in which each () E A is a (not necessarily positive) word on {Xi' i ~ O}, let n be 
the set of all words on {Xi' i ~ O}, and let R = {w E n: w = 1 in G}. Encode 
n in N using G6del numbers: associate to the word w == xf.' ... x[n the 
positive integer g(w) = Dk=l P~'kp~:~t, where Po < Pl < ... is the seque~ce of 
primes (note that 1 + ek ~ 0). The Godel image of this presentation is 

g(R) = {g(w): w E R}. 

Definition. A presentation (Xi' i ~ OIA) is r.e. if its G6del image g(R) is an r.e. 
subset of N; this presentation has a solvable word problem if g(R) is recursive. 

Definition. A group G is r.e. or has a solvable word problem if it has some 
presentation which is either r.e. or has a solvable word problem. 

We remarked at the beginning of this chapter that a finitely generated 
group G having a solvable word problem relative to one presentation with a 
finite number of generators has a solvable word problem relative to any other 
such presentation. The analogue of this statement is no longer true when we 
allow nonfinitely generated groups. For example, let G be a free group of 
infinite rank with basis {Xi' i ~ O}. Now g(R) is recursive (this is not instantly 
obvious, for R is an infinite set of nonreduced words; list its elements lexico­
graphically and according to length), and so this presentation, and hence G, 
has a solvable word problem. On the other hand, if E is an r.e. subset of N 
that is not recursive, then 

(Xi' i ~ 0IX i = 1 if and only if i E E) 

is another presentation of G, but g(R) is not recursive; this second presenta­
tion has an unsolvable word problem. 

We wish to avoid some technicalities of Mathematical Logic (this is not the 
appropriate book for them), and so we shall shamelessly declare that certain 
groups arising in the next proof are either r.e. or have a solvable word prob­
lem; of course, the serious reader cannot be so cavalier. 
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A.V. Kuznetsov (1958) proved that every recursively presented simple 
group has a solvable word problem. 

Theorem 12.30 (Boone-Higman, 1974). A finitely generated group G has a 
solvable word problem if and only if G can be imbedded in a simple subgroup 
of some finitely presented group. 

Sketch of Proof. Assume that 

G=<gl, .. ·,g.)::;;S::;;H, 

where S is a simple group and H is finitely presented; say, 

H = (h1' ... , hmlP1' ... , pq ). 

Let Q' denote the set of all words on {h 1 , ••• , hm }, and let R' = {w' E Q': w' = 
1}; let Q denote the set of all words on {gl"'" g.}, and let R = {w E Q: w = 

1}. Theorem 12.2 shows that R' is r.e. If one writes each gi as a word in the hi' 
then one sees that R = Q n R'; since the intersection of Le. sets is Le. (Exer­
cise 12.8), it follows that R is Le. We must show that its complement {w E Q: 
w =1= 1} is also r.e. Choose s E S with s =1= 1. For each w E Q, define N(w) to be 
the normal subgroup of H generated by {w, P1' ... , pq }. Since S is a simple 
group, the following statements are equivalent for w E Q: w =1= 1 in G; 
N(w) n S =1= 1; S::;; N(w); s = 1 in H/N(w). As H is finitely presented, 
Theorem 12.2 shows that the set of all words in Q which are equal to 1 in 
H/N(w) is an Le. set. A decision process determining whether w = 1 in G thus 
consists in checking whether s = 1 in H/N(w). 

To prove the converse, assume that G = <gl' ... , gm) has a solvable word 
problem. By Exercise 12.10, 

{(u, v) E Q x Q: u =1= 1 and v =1= 1} 

is a recursive set; enumerate this set (uo, vol, (u 1 , v1 ), ••• (each word u or v has 
many subscripts in this enumeration). Define Go = G, and define 

G1 = (G; Xl' ti, i;?: 0lti1UiXj'"lUiX1ti = ViXj'"lUiX1, i;?: 0). 

It is plain that G1 has base G * <Xl) and stable letters {ti' i ;?: O}; it is an HNN 
extension because, for each i, both Ai = <UiXj'"lUiXl) and Bi = <ViXj'"lUiX1) 
are infinite cyclic. Thus, G ::;; G1 • One can show that this presentation of G1 

has a solvable word problem (note that G1 is no longer finitely generated). 
We now iterate this construction. For each k, there is an HNN extension Gk 

with base Gk - 1 * <xk ), and we define S = Uk~l Gk ; clearly G ::;; S. To see that 
S is simple, choose u, v E S with u =1= 1 and v =1= 1. There is an integer k with 
u, v E Gk - 1 • By construction, there is a stable letter p in Gk with 

Therefore, 
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lies in the normal subgroup generated by u. Since u and v are arbitrary 
nontrivial elements of S, it follows that S is simple. 

It can be shown that S is recursively presented. By Theorem 11.71, there 
is a two-generator group SII containing S; moreover, SII is recursively 
presented. The Higman imbedding theorem shows that SIl, hence S, and 
hence G, can be imbedded in a finitely presented group H. • 

It is an open question whether a group with a solvable word problem can 
be imbedded in a finitely presented simple group (the simple group S in the 
proof is unlikely to be finitely generated, let alone finitely presented). 

Our final result explains why it is often difficult to extract information 
about groups from presentations of them. Before giving the next lemma, let 
us explain a phrase occurring in its statement. We will be dealing with a set 
of words n on a given alphabet and, for each WEn, we shall construct a 
presentation &(w) involving the word w. This family of presentations is uni­
form in (J) if, for each w' E n, the presentation &(w') is obtained from .?J>(w) by 
substituting w' for each occurrence of w. A presentation (X 1 Ll) is called finite 
if both X and Ll are finite sets; of course, a group is finitely presented if and 
only if it has such a presentation. 

Lemma 12.31 (Rabin, 1958). Let G = (~ILl) be a finite presentation of a group 
and let n be the set of all words on ~. There are finite presentations {&(w): 
WEn}, uniform in w, such that if R(w) is the group presented by &(w), then 

(i) if w =I 1 in G, then G ~ R( w); and 
(ii) if w = 1 in G, then &(w) presents the trivial group 1. 

Proof (C.F. Miller, III). Let <x) be an infinite cyclic group; by Corollary 
11.80, G* <x) can be imbedded in a two-generator group A = <a1 , a2 ) in 
which both generators have infinite order. Moreover, one can argue, as in 
Exercise 11.82, that A can be chosen to be finitely presented: there is a finite 
set Ll of words on {a1' a2} with 

A = (a 1 , a2 ILl). 

Define 
B = (A; b1, b21bl1a1b1 = ai, b21a2b2 = aD. 

It is easy to see that B is an HNN extension with base A and stable letters 
{b1 , b2 }, so that G ~ A ~ B. Define 

C = (B; clc-1 b1 c = br, c-1 b2c = bi). 

Clearly C has base B and stable letter c; C is an HNN extension because b1 

and b2 , being stable letters in B, have infinite order. Thus, G ~ A ~ B ~ C. 
If WEn and w =I 1 in G, then the commutator 

[w, x] = wxw- 1 x- 1 

has infinite order in A (because G * <x) ~ A). 
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We claim that (c, [w, x]) :s; C is a free group with basis {c, [w, x]}. Sup­
pose that V is a nontrivial freely reduced word on {c, [w, x]} with V = 1 in 
C. If V does not involve the stable letter c, then V == [w, x]" for some n "# 0, 
and this contradicts [w, x] having infinite order. If V does involve c, then 
Britton's lemma shows that V contains a pinch ceWc-e as a subword, where 
e = ± 1 and WE (b i , b2 ). But V involves neither bi nor b2 , so that W == 1 
and ceWc-e == cec-e, contradicting V being freely reduced. Therefore, V must 

be trivial. 
We now construct a second tower of HNN extensions. Begin with an 

infinite cyclic group (r), define 

S = (r, sis-irs = r2), 

and define 

T = (S; tl t- i st = S2). 

Since both rand s have infinite order, S is an HNN extension with base (r) 
and stable letter s, and T is an HNN extension with base S and stable letter 
t. Britton's lemma can be used, as above, to show that {r, t} freely generates 
its subgroup in T. 

Since both (r, t) :s; T and (c, [w, x]) :s; C are free groups of rank 2, there 
is an isomorphism qJ between them with qJ(r) = c and qJ(t) = [w, x]. Form the 
amalgam R(w) = T *tp C with presentation 

&(w) = (T* Clr = c, t = [w, x]). 

We conclude from Theorem 11.67(i) that if w "# 1 in G, then G :s; C :s; R(w). 
If w = 1 in G, the presentation &'(w) is still defined (though it need not be 

an amalgam). The presentations &'(w) are uniform in w: 

&(w) = (ai' a2' bi , b2, c, r, s, tlL\, bi-iaibi = at, c-ibic = br, 

i = 1,2, s-lrs = r2, C1st = S2, r = C, t = [w, x]). 

We claim that &(w) is a presentation of the trivial group if w = 1 in G. Watch 
the dominoes fall: w = 1 => [ W, x] = 1 => t = 1 => s = 1 => r = 1 => C = 1 => 
b1 = 1 = b2 => a1 = 1 = a2 • • 

Definition. A property vIt of finitely presented groups is called a Markov 
property if: 

(i) every group isomorphic to a group with property vIt also has property 
vIt; 

(ii) there exists a finitely presented group Gi with property vIt; and 
(iii) there exists a finitely presented group G2 which cannot be imbedded in a 

finitely presented group having property vIt. 

Here are some examples of Markov properties: order 1; finite; finite expo­
nent; p-group; abelian; solvable; nilpotent; torsion; torsion-free; free; having a 
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solvable word problem. Being simple is also a Markov property, for the 
Boone-Higman theorem shows that finitely presented simple groups must 
have a solvable word problem (and hence so do all their finitely presented 
subgroups). Having a solvable conjugacy problem is also a Markov property: 
a finitely presented group G2 with an unsolvable word problem cannot be 
imbedded in a finitely presented group H having a solvable conjugacy prob­
lem, for H and all its finitely presented subgroups have a solvable word 
problem. It is fair to say that most interesting group-theoretic properties are 
Markov properties. 

The following result was proved for semigroups by Markov (1950). 

Theorem 12.32 (Adian-Rabin, 1958). If vIt is a Markov property, then there 
does not exist a decision process which will determine, for an arbitrary finite 
presentation, whether the group presented has property vIt. 

Proof. Let G1 and G2 be finitely presented groups as in the definition of 
Markov property, and let fll be a finitely presented group with an unsolvable 
word problem. Define G = G2 * fll, construct groups R(w) as in Rabin's 
lemma, and define (finitely presented) groups £?(w) = G1 * R(w). 

Restrict attention to words w on the generators of fll. If such a word w =I 1 
in fll, then G2 :s; G :s; R(w) :s; £?(w). But the defining property of G2 implies 
that £?(w) does not have property vIt. If, on the other hand, w = 1 in &J, then 
R(w) = 1 and £?(w) ~ G1 which does have property vIt. Therefore, any deci­
sion process determining whether £?(w) has property vIt can also determine 
whether w = 1 in fll; that is, any such decision process would solve the word 
problem in fll. • 

Corollary 12.33. There is no decision process to determine, for an arbitrary 
finite presentation, whether the presented group has any of the following 
properties: order 1; finite; finite exponent; p-group; abelian; solvable; nil­
potent; simple; torsion; torsion-free; free; solvable word problem; solvable 

conjugacy problem. 

Proof. Each of the listed properties is Markov. • 

Corollary 12.34. There is no decision process to determine, for an arbitrary pair 
of finite presentations, whether the two presented groups are isomorphic. 

Proof. Enumerate the presentations &\, 9 2 , ••• and the groups G1 , G2 , ••• 

they present. If there were a decision process to determine whether Gi ~ Gj 

for all i and j, then, in particular, there would be a decision process to 
determine whether .?Pn presents the trivial group. • 

While a property of finitely presented groups being Markov is sufficient for 
the nonexistence of a decision process as in the Adian-Rabin theorem, it is 
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not necessary. For example, the property of being infinite is not a Markov 
property. However, a decision process that could determine whether the 
group given by an arbitrary finite presentation is infinite would obviously 
determine whether the group is finite, contradicting Corollary 12.33. Indeed, 
this example generalizes to show that the Adian-Rabin theorem also holds 
for the "complement" of a Markov property. 

Does every finitely presented group have some Markov property? 

Theorem 12.35. A finitely presented group H satisfies no Markov property 
if and only if it is a universal finitely presented group (i.e., H contains an 
isomorphic copy of every finitely presented group as a subgroup). 

Proof. Recall that the existence of universal finitely presented groups was 
proved in Theorem 12.29. 

Let H be a universal finitely presented group, and assume that H has some 
Markov property A. There is some finitely presented group G2 that cannot 
be imbedded in a finitely presented group with property A. But G2 can be 
imbedded in H, and this is a contradiction. The converse follows from the 
observation that "not universal" is a Markov property. • 
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Any reader wanting to study Group Theory more deeply must first learn 
Representation Theory, the analysis of homomorphisms cp: G ---> GL(n, K), 
where K is an algebraically closed field. There are two initial approaches to 
this subject, and both approaches must eventually be mastered. One ap­
proach, historically the first, is character theory. If cp: G ---> GL(n, IC) is a 
homomorphism, then cp(g) is an n x n complex matrix for each g E G; its 
character X(cp): G ---> C is defined to be the trace function gf---+tr(cp(g)) (the 
values of X(cp) are actually algebraic integers). Of course, if g and g' are 
conjugate in G, then tr(cp(g)) = tr(cp(g')), so that X(cp) is really a class function; 
that is, X(cp) can be regarded as a complex-valued function on the family of 
conjugacy classes of G. Each character can be uniquely written as a linear 
combination of irreducible characters, and the number c of such irreducible 
characters is equal to the number of conjugacy classes of G. The c x c matrix 
containing the values of all the irreducible characters is called the character 
table of G. It contains much important information about G, and sufficient 
machinery has been developed to allow explicit calculation, in many cases, of 
its entries. There are wonderful applications that arise quite early: Burnside's 
p«qP-theorem: Every group of order paqP, where p and q are primes, is solv­
able; a theorem of Frobenius: If H is a subgroup of a finite group G such that 
HnxHx-1=1 for all x¢H, then N={l}u(G-UxEGxHx-l) is a 
(normal) subgroup of G (in a Frobenius group G, this shows that the 
Frobenius kernel is actually a subgroup). The further one goes into Group 
Theory, the more Representation Theory arises, and many of the best 
theorems involve some use of representations. 

The theory still works when C is replaced by any algebraically closed field 
K whose characteristic does not divide 1 G I; this is the so-called ordinary 
representation theory. When the characteristic p of K divides 1 GI, the study, 
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called modular representation theory, becomes more intricate, but it, too, is an 
essential tool. 

Let us now discuss the second approach to representations. If K is a field, 
then the group algebra KG of a finite group Gover K is the vector space over 
K having the elements of G as a basis and which is equipped with the multi­
plication (called convolution) determined by the given (group) multiplication 
of its basis elements. If cp: G --+ GL(n, K) is a homomorphism and if V is an 
n-dimensional vector space over K, then one may view Vas a KG-module 
(and conversely). When K = C, one sees, for example, that X(cp) is irreducible 
if and only if V is an indecomposable module. This point of view is quite 
valuable; for example, it allows ideas and techniques of Homological Algebra 
to be used. 

There are many excellent books on Representation Theory. For example: 
Alperin, Benson, Curtis and Reiner, Dornhoff, Feit (1967 and 1982), Isaacs, 
James and Liebeck, Puttaswamaiah and Dixon, and Serre (1977). 

A Personal Note. If Representation Theory is so important, why have I not 
included it in this book? It is not because the beginnings ofthe subject require 
greater sophistication on the part of the reader. 

Let me explain with an analogy. I have long felt that many entering univer­
sity students who have seen some Calculus in high school are at a disadvan­
tage. There are, to be sure, good Calculus courses taught in high schools, and 
those students who have done well in such courses are well prepared. But, too 
often, high school Calculus courses are inadequate, so that, upon completion, 
even good students (with good teachers) are poorly prepared. As a conse­
quence, many students must start learning the subject anew when they enter 
the university. Their time has been wasted and their enthusiasm has been 
dampened. 

I feel that one chapter on Representation Theory is necessarily inadequate; 
it is like a bad high school Calculus course that leaves one unprepared. After 
a longish excursion into Ring Theory (including the theorems of Wedderburn 
and Maschke), one learns the first properties of characters and how to 
compute them, and one proves the theorems of Burnside and Frobenius 
mentioned above. However, a group theorist must have a more thorough 
course in order to feel comfortable with both characters and modules. Most 
likely, a student having read only one chapter in a text like this one would 
still have to begin the subject anew, and this would be a waste of valuable 
time. 

Here are some suggestions of other topics in Group Theory that the reader 
may wish to pursue. For general group theory, see Huppert, Huppert and 
Blackburn (1981 and 1982), Robinson (1982), and Suzuki (1982 and 1986). 

Simple Groups. All finite simple groups were classified by the 1980s, and 
there is an explicit description of them all. This is the most profound and 
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sophisticated part of Group Theory, using every known technique. Introduc­
tions to this study are Artin (1957), Aschbacher (1994), Borel, Carter (1972 
and 1985), Conway et aI., Dieudonne, and Gorenstein (1982 and 1983). For 
some applications of the classification theorem, see PJ. Cameron, Finite 
permutation groups and finite simple groups, Bull. London Math. Soc. 13 
(1981), pp. 1-22. 

Solvable Groups. See Doerk and Hawkes, Huppert and Blackburn (1981), 
and Robinson (1972). 

p-Groups. We recommend P. Hall's notes "Nilpotent Groups" in his Col­
lected Works, Dixon and du Sautoy and Mann and Segal, Huppert, Huppert 
and Blackburn (1981), Khukhro, and Vaughan-Lee. 

Cohomology of Groups. For a general account of Homological Algebra, the 
reader may look at Cart an and Eilenberg, Mac Lane, and Rotman (1979). 
For Cohomology of Groups, which is Homological Algebra specialized to a 
group-theoretic context, see Benson, Brown, Evens, Karpilovsky, and Weiss. 

Combinatorial Group Theory. This is the study of presentations of groups. 
Suggested books are Coxeter and Moser, Johnson, Lyndon and Schupp, 
Magnus and Karrass and Soli tar, and Zieschang and Vogt and Coldewey. 
There is another aspect involving groups acting on trees; we suggest Dicks 
and Dunwoody, and Serre (1980). The Cayley graph of a finitely generated 
group can be made into a metric space, and the hyperbolic groups introduced 
by Gromov can be found in Gersten. 

See Higman for further development of his imbedding theorem, Miller for 
group-theoretic decision problems, and Epstein et al. for a treatment of auto­
matic groups. 

Abelian Groups. We suggest Fuchs (1970 and 1973), Griffith, and Kaplansky. 

Finitely Generated Groups. We suggest Kegel and Wehrfritz, Kurosh, Rob­
inson (1972), and Wehrfritz. 

History. We suggest Chandler and Magnus, and Wussing. 

There are several computer systems devoted to group theory: for example, 
MAGMA (nee CAYLEY) and GAP. 

Certainly, there are other valuable books, as well as other valuable areas of 
Group Theory (e.g., crystallographic groups, Mobius groups, knot groups, 
varieties of groups) that I have not even mentioned. I apologize to their 
authors and their practitioners. 

Primary Sources. One must always look at the masters. The following 
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books contain extensive bibliographies of journal articles: Carter, Coxeter 
and Moser, Curtis and Reiner, Fuchs, Gorenstein (1982), Huppert, Huppert 
and Blackburn, Lyndon and Schupp, Magnus and Karass and Solitar, 
Robinson (1982), Scott, and Suzuki. Both Baumslag, and Gorenstein (1974) 
contain reviews of the all the articles on Group Theory written between 1940 
and 1970. 
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Some Major Algebraic Systems 

Semigroup 

I 
Group 

~~ 
Abelian group Operator group 

/ 
Ring 

/ 
Commutative ring 

DoL ~ 
\ /0""0' 

Field 

R-module 

Vector space 

A ring (always containing 1 -1= 0) is a set with two operations, addition and 
multiplication. It is an abelian group under addition, a semi group with 1 
under multiplication, and the two operations are linked by the distributive 
laws. 

A commutative ring is a ring in which multiplication is commutative. 
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A domain (or integral domain) is a commutative ring in which ab = 0 
implies a = 0 or b = 0; equivalently, the cancellation law holds: if ab = ac and 
a =F 0, then b = c. 

A division ring (or skew field) is a (not necessarily commutative) ring in 
which every nonzero element has a multiplicative inverse: if a =F 0, then there 
is b E K with ab = 1 = ba. The set of nonzero elements K X = K - {O} is thus 
a multiplicative group. 

Afield K is a commutative division ring. 
It is a theorem of Wedderburn (1905) that every finite division ring is a 

field. 
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Equivalence Relations and 
Eq ui valence Classes 

A relation on a set X is a subset == of X x X. One usually writes x == y 
instead of (x, y) E ==; for example, the relation < on the set of real numbers 
IR consists of all points in the plane IR x IR lying above the line with equation 
y = x, and one usually writes 2 < 3 instead of (2, 3) E <. 

A relation == on a set X is reflexive if x == x for all x EX; it is symmetric if, 
for all x, y E X, X == Y implies y == x; it is transitive if, for all x, y, Z E X, X == Y 
and y == z imply x == z. A relation == on a set X is an equivalence relation if it 
is reflexive, symmetric, and transitive. 

If == is an equivalence relation on a set X and if x E X, then the equivalence 
class of x is 

[x] = {y E X: y == x} eX. 

Proposition 11.1. Let == be an equivalence relation on a set X. If x, a E X, then 
[x] = [a] if and only if x == a. 

Proof. If [x] = [a], then x E [x], by reflexivity, and so x E [a] = [x]; that is, 
x == a. 

Conversely, if x == a, then a == x, by symmetry. If y E [x], then y == x. By 
transitivity, y == a, y E [a], and [x] c [a]. For the reverse inclusion, if z E [a], 
then z == a. By transitivity, z == x, so that z E [x] and [a] c [x], as desired . 

• 
A partition of a nonempty set X is a family of nonempty subsets {S;: i E I} 

such that X = U ;EI S; and the subsets are pairwise disjoint: if i =I j, then 
S;nSj = 0. 
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Proposition 11.2. If == is an equivalence relation on a nonempty set X, then the 
family of all equivalence classes is a partition of X. 

Proof. For each x E X, reflexivity gives x E [x]; this shows that the equiva­
lence classes are nonempty and that X = U X EX [x]. To check pairwise 
disjointness, assume that [x] n [y] i= 0. Therefore, there exists an element 
Z E [x] n [y]; that is, Z == x and Z == y. By the first proposition, [z] = [x] and 
[z] = [y], so that [x] = [y]. • 

Proposition 11.3. If {Si: i E I} is a partition of a nonempty set X, then there is 
an equivalence relation on X whose equivalence classes are the Si' 

Proof. If x, y E X, define x == y to mean that there exists Si containing both x 
and y. It is plain that == is reflexive and symmetric. To prove transitivity, 
assume that x == y and y == z; that is, x, y E Si and y, z E Sj. Since y E Si n Sj' 
pairwise disjointness gives Si = Sj; hence x, Z E Si and x == z. 

If x E X, then x E Si for some i. If y E Si' then y, x E Si and y == x; that is, 
Si C [x]. For the reverse inclusion, if Z E [x], then Z == x, and so z, x E Si; that 
is, [x] c Si' • 

Proposition II.l signals the importance of equivalence relations. If == is an 
equivalence relation on a set X and if E is the family of equivalence classes, 
then x == y in X if and only if [x] = [y] in E; equivalence of elements in X 
becomes equality of elements in E. The construction of the new set E thus 
identifies equivalent elements. 

For example, the fractions t and i are called equal if the numerators and 
denominators satisfy "cross multiplication." In reality, one defines a relation 
== on X = {(a, b) E 71. x 71.: b i= O} by (a, b) == (c, d) if ad = bc, and a straight­
forward calculation shows th,at == is an equivalence relation on X. The equiv­
alence class containing (a, b) is denoted by alb, and the set of all rational 
numbers q) is defined as the family of all such equivalence classes. In particu­
lar, (1, 2) and (2, 4) are identified in q), because (1, 2) == (2,4), and so t = i. 
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Functions 

If X and Yare sets, a relation from X to Y is a subset f of X x Y (if X = 1', 
one also says that f is a relation on X). A/unction from X to 1', denoted by 
f: X ~ Y, is a relation f from X to Y such that for each x E X, there exists a 
unique Y E Y with (x, y) E f. If x E X, then the unique element y in the defini­
tion is denoted by f(x), and it is called the value of f at x or the image of x 
under f. With this notation, the relation f consists of all (x, f(x)) E X X Y; 
that is, a function is what is usually called its graph. 

The set X is called the domain of f and the set Y is called the target of f. 
One defines two functions f and g to be equal if they have the same domain 
X, the same target 1', and f(x) = g(x) for all x E X (this says that their graphs 
are the same subset of X x Y). 

In practice, one thinks of a function f as something dynamic: f assigns a 
value f(x) in Y to each element x in X. For example, the squaring function 
f: IR ~ IR is the parabola consisting of all (x, x 2 ) E IR x IR, but one usually 
thinks of f as assigning x2 to x; indeed, we often use a footed arrow to denote 
the value of fon a typical element x in the domain: for example, f: Xf-+X2. 

Most elementary texts define a function as "a rule which assigns, to each x in 
X, a unique value f(x) in Y." The idea is correct, but not good enough. 
For example, consider the functions f, g: IR ~ IR defined as follows: f(x) = 
(x + 1)2; g(x) = x2 + 2x + 1. Are f and g different functions? They are differ­
ent "rules" in the sense that the procedures involved in computing each of 
them are different. However, the definition of equality given above shows 
thatf = g. 

If X is a nonempty set, then a sequence in X is a function f: IP' ~ X, where 
IP is the set of positive integers. Usually, one writes Xn instead of f(n) and 
one describes f by displaying its values: Xl' X2' X3' .... It follows that two 
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sequences Xl' X 2 , x 3,··· and Y1' Yz, Y3"" are equal if and only if Xn = Yn for 
all n ~ 1. 

The uniqueness of values in the definition of function deserves more com­
ment: it says that a function is "single valued" or, as we prefer to say, it is well 
defined. For example, if X is a nonnegative real number, then f(x) = JX is 
usually defined so that f(x) ~ 0; with no such restriction, it would not be 
a function (if J4 = 2 and J4 = - 2, then a unique value has not been 
assigned to 4). When attempting to define a function, one must take care that 
it is well defined lest one define only a relation. 

The diagonal {(x, x) E X xX: x E X} is a function X --+ X; it is called the 
identity function on X, it is denoted by lx, and Ix: xt---+x for all x E X. If 
X is a subset of Y, then the inclusion function i: X --+ Y (often denoted by 
i: X ~ Y) is defined by xt---+x for all x E X. The only difference between Ix 
and i is that they have different targets, but if X is a proper subset of Y, this 
is sufficient to guarantee that Ix =f. i. 

If f: X --+ Y and g: Y --+ Z are functions, then their composite go f: X --+ Z 
is the function defined by x t---+ g(f(x)). If h: Z --+ W is a function, then the 
associativity formula h 0 (g 0 f) = (h 0 g) 0 f holds, for both are functions 
X --+ W with x t---+ h(g(f(x))) for all x E X. If f: X --+ A and Y is a subset of X 
with inclusion i: Y ~ X, then the restriction fl Y: Y --+ A is the composite 
f 0 i; for each Y E Y, one has (fl Y)(y) = f(y). 

A function f: X --+ Y is injective (or one-to-one) if distinct elements of X 
have distinct values; equivalently, if f(x) = f(x ' ), then x = x' (this is the 
converse of f being well defined: if x = x', then f(x) = f(x ' )). A function 
f: X --+ Y is surjective (or onto) if each element of Y is a value; that is, for each 
y E Y, there exists x E X with y = f(x). (If one did not insist, in the definition 
of equality of functions, that targets must be the same, then every function 
would be surjective!) A function is a bijection (or one-to-one correspondence) 
if it is both injective and surjective. A function f: X --+ Y is a bijection if and 
only if it has an inversefunction: there is a function g: Y --+ X with g 0 f = Ix 
and fog = ly (g is usually denoted by f-1). One must have both composites 
identity functions, for go f = lx implies only that f is injective and g is 
surjective. 
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Zorn's Lemma 

A relation ~ on a set X is antisymmetric if x ~ y and y ~ x imply x = y, for 
all x, y E X. A relation ~ on a nonempty set X is called a partial order if it is 
reflexive, antisymmetric, and transitive. The best example of a partially or­
dered set is a family of subsets of a set, where ~ means c. 

A partial order on X is a simple order (or total order) if, for each x, y E X, 
either x ~ y or y ~ x. 

If S is a nonempty subset of a partially ordered set X, then an upper bound 
of S is an element x E X (not necessarily in S) with s ~ x for all s E S. Finally, 
a maximal element in a partially ordered set X is an element mE X which is 
smaller than nothing else: if x E X and m ~ x, then x = m. For example, if X 
is the partially ordered set consisting of all the proper subsets of a set A under 
inclusion, then a maximal element is the complement of a point. Thus, a 
partially ordered set can have many maximal elements. On the other hand, a 
partially ordered set may have no maximal elements at all. For example, 
there are no maximal elements in the set of real numbers IR regarded as a 
partially ordered set under ordinary inequality (indeed, IR is a simply ordered 
set). 

Zorn's Lemma. If X is a partially ordered set in which every simply ordered 
subset has an upper bound, then X has a maximal element. 

Remember that partially ordered sets are, by definition, nonempty. 
Zorn's lemma is equivalent to a much more intuitive statement: the Axiom 

of Choice, which states that the cartesian product of nonempty sets is itself 
nonempty. (It is easy to prove (by induction) that a cartesian product of a 
finite number of nonempty sets is nonempty, and so the Axiom of Choice 
need be invoked only when there are infinitely many factors.} We regard both 
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of these statements as axioms of Mathematics, and we will not be ashamed to 
use either of them when convenient. 

There is a third statement, equivalent to these, which is also useful. A 
partially ordered set X is well-ordered if every nonempty subset contains a 
smallest element; that is, if SeX and S "# 0, then there is 80 E S with 80 -::;; 8 

for all 8 E S. (Well-ordered sets must be simply ordered, for every two-element 
subset has a smallest element.) The set of natural numbers N = {n E 7L: 
n ~ O} is well-ordered, but the set 7L of all integers is not well-ordered. 

Well-Ordering Principle. Given a nonempty set X, there exists a partial order 
-::;; on X which is a well-ordering. 

Although 7L is not well-ordered under the usual ordering, we can well­
order it: 0, 1, - 1, 2, - 2, .... Here is an example of a well-ordered set in 
which an element has infinitely many predecessors: define X to be the follow­
ing subset of IR with the usual notion of -::;;: 

X = {1 - lin: n > O} u {2 - lin: n > O} u {3 - lin: n > O} U·" . 
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Countability 

It is well known that certain "paradoxes" arise if one is not careful about the 
foundations of Set Theory. We now sketch some features of the foundations 
we accept. Its primitive undefined terms are class, element, and membership, 
denoted by E: if X is a member of a class Y, one writes X E Y. A "set" is a 
special kind of class, described below. Every usage of "set" in the preceding 
appendices can be replaced by the word "class." In particular, one may speak 
of cartesian products of classes, so that functions from one class to another 
are defined; functions between classes mayor may not be injective or 
surjective. 

Classes X and Yare called equipotent, denoted by I X I = I YI, if there 
exists a bijection f: X --+ Y. It is easy to see that equipotence is an equiva­
lence relation. Define a relation IXI ::; I YI to mean that there is an injection 
f: X --+ Y. It is easy to see that this relation is reflexive and transitive, and 
the Cantor-Schroeder-Bernstein theorem shows that it is anti symmetric: 
IXI ::; I YI and I YI ::; IXI imply IXI = I YI; thus, ::; is a partial order. 

The foundations allow one to define the cardinal number of a set; some 
classes have a cardinal number and they are called sets; some classes do not 
have a cardinal (they are too big) and they are called proper classes. For 
example, the class of all abelian groups is a proper class. The notion of 
functor in Chapter 10 thus involves a function defined on a proper class. 

A set X is finite if it is empty or if there is a positive integer n and a bijection 
f: {1, 2, ... , n} --+ X (in this case, we write IXI = n); otherwise, X is infinite. 
There is an elementary, but useful, result here, sometimes called the pigeon­
hole principle. 

Theorem. If X and Yare finite sets with IXI = I YI, then a function f: X --+ Y 
is injective if and only if it is surjective; in either case, therefore, f is a bijection. 
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A set X is called countable if it is finite or if there is a bijection f: N --+ X, 
where N = {O, 1,2, ... } is the set of natural numbers; otherwise X is uncount­
able. The sets 7L and Q are countable, but the set IR is uncountable. 

If X is any infinite set, then the set Y of all its subsets is an uncountable set; 
moreover, if Z is any set with at least two elements, then the set of all func­
tions X --+ Z is uncountable. In particular, the family of all sequences in Z is 
uncountable. 

Here are some facts about countable sets. 

1. If X is any countable set, then the family Y of all its finite subsets is a 
countable set. 

2. Every subset of a countable set is countable. 
3. If X is a countable set and if f: X --+ Y is a surjection, then Y is countable. 
4. If X and Yare both countable, then so is X x Y. 
5. If Al and A2 are countable subsets of a set X, then Al U A2 is countable. 

More generally, if {An: n ~ O} is a countable family of countable subsets of 
X, then Un An is countable. 



APPENDIX VI 

Commutative Rings 

It is assumed that the reader has seen an introduction to commutative rings 
before beginning this book, and so this appendix is intended only as a re­
minder of perhaps half-forgotten ideas. 

Let R be a commutative ring. In contrast to some authors, we assume that 
R must contain an element 1 #- 0 which, under multiplication, behaves like 
the number 1: for all r E R, lr = r. If R' is a second commutative ring, then a 
(ring) homomorphism is a function f: R -+ R' such that f(l) = 1, f(r + s) = 
f(r) + f(s), and f(rs) = f(r)f(s). An ideal I in R is an additive subgroup of R 
(0 E I and a, bEl implies a - bEl) such that a E I and r E R imply ra E I. If 
f: R -+ R' is a homomorphism, then its kernel = {r E R: f(r) = O} is an ideal. 
Here is another important example of an ideal: if al , ... , an E R, then the set 
of all their linear combinations is called the ideal generated by al , ••• , an; it is 
denoted by (a l , ... , an): 

In the special case n = 1, the ideal generated by a E R, namely, 

(a) = {ra: r E R}, 

is called the principal ideal generated by a. If R = ::lEx], the ring of all polyno­
mials with coefficients in ::l, one can show that the ideal I = (x, 2), consisting 
of all polynomials with coefficients in ::l having even constant term, is not a 
principal ideal. 

The following result, which merely states that long division is possible, can 
be proved by the reader. Recall that the zero polynomial is the polynomial all 
of whose coefficients are 0; if f(x) is not the zero polynomial, then we write 
f(x) #- O. 



486 Appendix VI. Commutative Rings 

Division Algorithm. 

(i) If a, b E Z with a#- 0, then there exist unique q, r E Z with 0 :s; r < lal and 

b = qa + r. 
(ii) If k is a field and a(x), b(x) E k[x] are polynomials with a(x) #- 0, then 

there exist unique q(x), r(x) E k[x] with either r(x) = 0 or degree r(x) < 
degree a(x) and 

b(x) = q(x)a(x) + r(x). 

One calls q (or q(x)) the quotient and r (or r(x)) the remainder. 
A domain R is a principal ideal domain (or PID) if every ideal in R is a 

principal ideal. Our example above shows that Z[x] is not a principal ideal 
domain. 

Theorem VI.I. 
(i) Z is a principal ideal domain. 

(ii) If k is a field, then k[x] is a principal ideal domain. 

Proof. (i) Let I be an ideal in Z. If I consists of 0 alone, then I is principal, 
generated by O. If I #- 0, then it contains nonzero elements; indeed, it contains 
positive elements (if a E I, then -a = (-l)a E I also). If a is the smallest 
positive integer in I, then (a) c 1. For the reverse inclusion, let b E 1. By the 
division algorithm, there are q, r E Z with 0 :s; r < a and b = qa + r. Hence, 
r = b - qa E I. If r #- 0, then we contradict a being the smallest element in 1. 
Therefore, r = 0 and b = qa E (a); hence I = (a). 

(ii) The proof for k[x] is virtually the same as for Z. If I is a nonzero ideal 
in k[x], then a generator of I is any polynomial a(x) E I whose degree is 
smallest among degrees of polynomials in I. • 

If I is an ideal in R and we forget the multiplication in R, then I is a 
subgroup of the abelian additive group R. The quotient ring RII is the quo­
tient group RII (whose elements are all cosets r + I) made into a commuta­
tive ring by defining multiplication: 

(r + I)(s + I) = rs + I. 

Let us show that this definition does not depend on the choice of coset 
representative. By Lemma 2.8 in the text, r + I = r' + I if and only if 
r - r' E I. If s + I = s' + I, then 

rs - r's' = rs - r's + r's - r's' 

= (r - r')s + r'(s - s'). 

Since r - r', s - s' E I, we have rs - r's' E I, and so rs + I = r's' + I. 
The natural map v: R --+ RII is the function defined by v(r) = r + I; the 

definition of multiplication in the quotient ring shows that v is a (surjective) 
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ring homomorphism with kernel I. If f: R -+ R' is a ring homomorphism, 
then the first isomorphism theorem (Theorem 2.23) applies to the additive 
groups if one forgets mUltiplication: if I is the kernel of f, then I is a subgroup 
of R, im f is a subgroup of R', and there is an isomorphism cp: R/I -+ im f 
given by r + I f--+ f(r). If one now remembers the multiplication, then it is easy 
to check that I is an ideal in R, im f is a subring of R', and the group 
isomorphism cp is also a ring isomorphism. The analogue of the correspon­
dence theorem (Theorem 2.27) is valid: If I is an ideal in R, then there is a 
bijection between all intermediate ideas J with I c J l: R and all ideals of 
R/I. 

If a, b E R, then a divides b in R (or b is a multiple of a), denoted by alb, if 
there is r E R with ar = b. Note that a divides b if and only if b E (a). If 
aI' ... , an E R, then a common divisor is an element c E R which divides each 
ai; a greatest common divisor (gcd), denoted by d = (aI, ... ' an), is a common 
divisor which is divisible by every common divisor. 

Theorem VI.2. If R is a PID, then every set of elements aI , ... , an E R has a 
gcd d; moreover, d is a linear combination of aI' ... , an. 

Proof. The set of all linear combinations of aI' ... , an is an ideal I in R. Since 
R is a PID, I is a principal ideal; let d be a generator. As any element of I, d 
is a linear combination of aI' ... , an. It follows that any common divisor c 
of the ai also divides d. But d itself is a common divisor, for each ai lies in 
(d). • 

We have just shown that (aI' ... , an) = (d), where d is a gcd of aI,···, an· 
An element u E R is a unit if ull; that is, there exists v E R with uv = 1. Two 

elements a, b E R are associates if there is a unit u with a = bu. An element in 
R is irreducible if it is not a unit and its only factors are units and associates. 
In 7L, the irreducibles have the form ± p, where p is a prime; if k is a field, 
a polynomial p(x) E k[x] is irreducible if it is not constant and there 
is no factorization p(x) = f(x)g(x) with degree f(x) < degree p(x) and 
degree g(x) < degree p(x). 

Theorem VI.3. If R is a PID and aI' ... , an E R, then any two gcd's of aI' ... , 
an are associates. 

Proof. We may assume that d oF 0 (otherwise ai = 0 for all i). If d and d' are 
gcd's, then each divides the other: there are u, v E R with d = d' u and d' = dv. 
Hence, d = d'u = dvu, and the cancellation law gives 1 = vu. Therefore, u is a 
unit and d and d' are associates. • 

If R = 7L, then the only units are 1 and -1, so that two gcd's of aI' ... , an 
differ only in sign. If R = k[x], where k is a field, then the only units are 
nonzero constants; thus, only one gcd d(x) of fl (x), ... , J,,(x) is monic; that is, 



488 Appendix VI. Commutative Rings 

it has leading coefficient 1 (i.e., the coefficient of the highest power of x is 1). 
Thus, if not all ai(x) = 0, any gcd of al(x), ... , an(x) in k[x] is an associate of 
a monic polynomial. 

In light of Theorem VI.3, we may speak of the gcd of elements in a PID, 
and we change the definition, in the special cases of 71. and of k[x], so that the 
gcd is either positive or monic. The gcd of two elements a and b is denoted 
by (a, b); we say that a and b are relatively prime if (a, b) = l. 

The euclidean algorithm shows how to compute gcd's in 71. and in k[x], but 
we shall not need this here. 

Two integers a and b are relatively prime if and only if there are integers s 
and t with sa + tb = 1. In other words, a and b are relatively prime if and 
only if [a b] is the first row of a matrix having determinant 1 (let the second 
row be [ - t sJ). This result can be generalized. Call a matrix A unimodular if 
det A = 1. 

Theorem VI.4. A set aI' ... , an of integers is relatively prime if and only if there 
is a unimodular n x n matrix A with entries in 71. whose first row is Cal ... an]. 

Proof. We prove the theorem by induction on n ~ 2, the base step being our 
observation above. For the inductive step, let d be the gcd of aI' ... , an-I' 
and let ai = dbi for i s n - 1. The integers bl , ... , bn - l are relatively prime 
(there is no common divisor c > 1), and so there exists an (n - 1) x (n - 1) 
unimodular matrix B with entries in 71. whose first row is [bl, ... , bn- l ]. Now 
d and an are relatively prime (lest there be a common divisor of al , ... , an), so 
there are integers sand t with sd + tan = 1. If C denotes the lower n - 2 
rows of B, define A to be the n x n matrix 

... dbn- l 

C an] ° . , 
s 

note that the first row of A is [a l ... an]. Expanding down the last column, 

det A = (-1)n+1an det [ -~b ] + (_1)2n s de{ ~ 1 
Now de{~J=ddetB=d and de{_~bJ=-tde{~J= 
(- t)( _1)n+l( _1)n-2 = t (because [~J is obtained from B by successively 

interchanging the top row b with each of the n - 2 rows below it). Hence, 
det A = (-1)2n+2 tan + sd = tan + sd = 1, so that A is unimodular. 

For the converse, let A be a unimodular n x n matrix with entries in 71. 
whose first row is [a l '" an]. Evaluating the determinant by expanding 
across the top row gives 1 = det A as a 7l.-linear combination of al , ... , an, 
and this shows that aI, ... , an are relatively prime. • 
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Theorem VI.5. Let R be a PID and let pER be irreducible. If I = (p) is the 
principal ideal generated by p, then R/I is a field. 

Proof. If f + IE R/I is not the zero element, then f ¢ I = (p); that is, p does 
not divide f. Since p is irreducible, its only divisors are units and associates. 
Therefore, d = gcd(p, f) is either a unit or an associate of p. But if d were an 
associate of p, then p would divide J, a contradiction. Hence, d = 1, and so 
there are elements a, b E R with 1 = ap + bf. Thus, bf - 1 E (p) = I, so that 
(b + I)(f + I) = 1 + I; that is,! + I is a unit in R/I, and so R/I is a field. • 

Corollary VI.6. 

(i) If p is a prime, then lLp = lL/(p) is a field. 
(ii) If k is a field and p(x) E k[x] is an irreducible polynomial, then k[x]/(p(x)) 

is a field. 

When we say that an element a is a product of irreducibles we allow the 
possibility that a itself is irreducible (there is only one factor). 

A domain R is a uniqueJactorization domain (or UFD) if: 

(i) every r E R that is neither 0 nor a unit is a product of irreducibles; and 
(ii) if Pl ... Pm = qi ... qn' where the Pi and qj are irreducible, then there is a 

bijection between the sets of factors (so m = n) such that corresponding 
factors are associates. 

We are going to prove that every principal ideal domain R is a unique 
factorization domain, and our first task is to show that if r E R is neither 0 
nor a unit, then it is a product of irreducibles. 

Lemma VI.7. If R is a PID, then there is no irif"inite strictly increasing sequence 
of ideals 

Proof. If such a sequence exists, then it is easy to check that J = U n~1 In is an 
ideal. Since R is a PID, there is a E J with J = (a). Now a got into J by being 
in some In. Hence 

J = (a) :s;; In < In+1 :s;; J, 

a contradiction. • 

Lemma VI.S. If R is a PID and a E R is neither 0 nor a unit, then a is a product 
of irreducibles. 

Proof. If r E R has a factorization r = bc, where neither b nor c is a unit, then 
we say that b is a proper factor of a. It is easy to check, using the hypothesis 
that R is a domain, that if b is a proper factor of a, then (a) < (b). 

Call an element a E R good if it is a product of irreducibles; otherwise, a is 
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bad. If a and b are good, then so is their product abo Thus, if a is bad, then it 
factors (for irreducibles are good), and at least one of its proper factors is bad. 
Suppose there is a bad element a = ao which is neither 0 nor a unit. Assume 
inductively that there exists ao, ai' ... , an such that each ai+i is a proper bad 
factor of ai' Since an is bad, it has a proper bad factor an+1' By induction, 
there exist such an for all n ~ O. There is thus an infinite strictly increasing 
sequence of ideals (ao) < (ai) < ... < (an) < (an+i ) < ... , contradicting the 
previous lemma. Therefore, every a E R that is neither 0 nor a unit is good; 
that is, a is a product of irreducibles. • 

Theorem VI.9 (Euclid's Lemma). Let R be a PID and let pER be irreducible. 
If a, b E Rand plab, then pia or plb. 

Proof. If pia, we are done. Otherwise, P does not divide a, and so the 
gcd d = (p, a) = 1 (as we saw in the proof of Theorem VI.5). By Theorem 
VI.2, there are elements s, t E R with sp + ta = 1. Therefore, b = spb + t(ab}. 
Since plab, it follows that plb. • 

Theorem VI.tO (Fundamental Theorem of Arithmetic). Every principal ideal 
domain R is a unique factorization domain. 

Proof. By Lemma VI.8, every a E R that is neither 0 nor a unit is a product of 
irreducibles. We have only to verify the uniqueness of such a factorization. 

If Pl'" Pm = q 1 ... qn' where the Pi and the qj are irreducible, then 
Pilqi ... qn' By Euclid's lemma, Pi divides some qj. Since qj is irreducible, Pi 
and % are associates: there is a unit u E R with qj = UPi' As R is a domain, 
we may cancel Pi to obtain 

(UP2}P3'" Pm = n q" , .. ) 
and the proof is completed by an induction on max{m, n}. • 

A standard proof of Corollary VI.6 uses the notion of prime ideal, which 
makes Euclid's lemma into a definition. An ideal I in a commutative ring R 
is called a prime ideal if 1# Rand ab E I implies a E I or bEl. Note that 
the ideal 0 is prime if and only if R is a domain. 

Theorem VI.ll. A nonzero ideal I in a PID R is prime if and only if 1= (p), 
where P is irreducible. 

Proof. Since R is a PID, there is an element d with I = (d). Assume that I is 
prime. If d is not irreducible, then d = ab, where neither a nor b is a unit. By 
hypothesis, either a E I or bEl. But if, say, a E I, then a = rd for some r E R, 
and hence d = ab = rdb. Therefore 1 = rb, contradicting b not being a unit. 

Conversely, assume that P is irreducible and that ab E (p). Thus, plab, so 
that Euclid's lemma gives pia or plb; that is, a E (p) or b E (p). • 
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Theorem VI.12. An ideal I in a commutative ring R is prime if and only if RjI 
is a domain. 

Proof. Recall that the zero element of RjI is 0 + I = I. Assume that I is 
prime. If I = (a + I)(b + I) = ab + I, then ab E I, hence a E I or bEl; that is, 
a + I = I or b + I = I. Hence, RjI is a domain. Conversely, assume that RjI 
is a domain and that ab E I. Thus, I = ab + I = (a + I)(b + I). By hypothe­
sis, one of the factors must be zero; that is, a + I = I or b + I = I. Hence, 
a E I or bEl, so that I is prime. • 

An ideal I in a commutative ring R is a maximal ideal if I #- R and there is 
no ideal J with I ~ J ~ R. Note that the ideal 0 is maximal if and only if R is 
a field, for if a E R is not zero, then the ideal (a) must be all of R. Hence 1 E (a), 
so there is r E R with 1 = ra; that is, a is a unit. 

Theorem VI.l3. An ideal I in a commutative ring R is maximal if and only if 
RjI is a field. 

Proof. If I is maximal, then the correspondence theorem for rings shows that 
R/ I has no proper ideals. Hence the zero ideal is maximal and Rj I is a field. 
Conversely, if there is an ideal J with I ~ J ~ R, then the correspondence 
theorem shows that JjI is a proper nonzero ideal in RjI, contradicting the 
hypothesis tht RjI is a field (the ideal 0 is maximal). • 

Since every field is a domain, if follows that every maximal ideal in a 
commutative ring is a prime ideal. The converse is not always true; for exam­
ple, the ideal I = (x) in Z[x] is prime (for Z[x]/I ~ Z is a domain), but it is 
not maximal because Z is not a field (or, because (x) ~ (x, 2) ~ Z[x]). 

Theorem VI.14. If R is a PID, then every nonzero prime ideal I is maximal. 

Proof. Assume that J is an ideal with I ~ J. Since R is a PID, there are 
elements a, b E R with I = (a) and J = (b). Now I ~ J gives a E J = (b), so 
there is r E R with a = rb. But I is prime, so that bEl or rEI. If bEl, then 
J = (b) c I, contradicting I ~ J. Therefore, rEI, so there is s E R with r = sa. 
Hence, a = rb = sab; as R is a domain, 1 = sb E (b) = J. Therefore, J = R 
and I is maximal. • 

One can now give a second proof of Theorem VI.5. If R is a PID and pER 
is irreducible, then I = (p) is a nonzero prime ideal, by Theorem VI.11. By 
Theorem V1.14, I is a maximal ideal, and so Theorem VI.13 shows that RjI 

is a field. 

Lemma VI.15. Let k be a field and let p(x) E k[x] be irreducible. Then there is 
a field K containing a sub field isomorphic to k and a root of p(x). 
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Proof. Let I = (p(x)) and let K = k[x]/I; since p(x) is irreducible, Theorem 
VI.5 shows that K is a field. It is easy to check that the family of all co sets of 
the form a + I, where a E k, is a subfield of K isomorphic to k. Let p(x) = 

I aixi. We claim that the element x + I E K is a root of p(x). 

p(x + 1) = L a;(x + I)i 
= L ai(x i + I) 
= L (ai xi + I) 
= (I aixi) + I 
= p(x) + I = I. 

The result follows, for I = 0 + I is the zero element of K. • 

Theorem VI.16. If k is a field and f(x) E k[x], then there is a field F containing 
k over which f(x) is a product of linear factors; that is, F contains all the roots 
of f(x). 

Proof. The proof is by induction on n, the degree of f(x). If n = 1, then f(x) is 
linear and we may set F = k. If n > 1, there is a factorization f(x) = p(x)g(x) 
in k[x], where p(x) is irreducible (perhaps g(x) = 1). By Lemma VI.15, there 
is a field K containing k and a root 13 of p(x). There is thus a factorization 
p(x) = (x - f3)h(x) in K[x]. Since degree h(x)g(x) < n, the inductive hypo­
thesis gives a field F containing K over which h(x)g(x), hence f(x) = 
(x - f3)h(x)g(x), is a product of linear factors. • 

If k is a field and f(x) = anxn + an_lxn- 1 + .. , + ao E k[x], then its deriva-
tive is 

It is easy to check that the usual formulas of Calculus hold for derivatives 
of sums and products of polynomials over arbitrary fields: (f(x) + g(x))' = 
f'(x) + g'(x); (f(x)g(x)), = f(x)g'(x) + f'(x)g(x). 

Lemma VI.17. Let k be a field, let f(x) E k[x], and let F be a field containing 
k which contains all the roots of f(x). Then f(x) has no repeated roots if and 
only if f(x) and f'(x) are relatively prime. 

Proof. If f(x) has a repeated root, then f(x) = (x - f3fg(x) in F[x]. Hence, 
f'(x) = 2(x - f3)g(x) + (x - f3fg'(x), so that x - 13 is a common divisor of 
f(x) and f'(x) and they are not relatively prime. Conversely, assume 
that x - 13 is a common divisor of f(x) and f'(x): say, f(x) = (x - f3)g(x) 
and f'(x) = (x - f3)h(x). By the product formula for derivatives, f'(x) = 
(x - f3)g'(x) + g(x), so that (x - f3)g'(x) + g(x) = (x - f3)h(x). Therefore, 
x - 13 divides g(x), (x - 13)2 divides f(x), and f(x) has a repeated root. • 
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Lemma VI.18. If k is a field of characteristic p > 0, then for all a, b E k and 
for all n ~ 1, 

(a + b)P" = aP" + bP". 

Proof. The proof is by induction on n. If n = 1, expand (a + b)P by the bino­
mial theorem. Since p is prime, it divides all the middle binomial coefficients, 
and hence each of them is 0 mod p. The inductive step is easy. • 

Theorem VI.19 (Galois). For every prime p and every n ~ 1, there exists a field 
having exactly pn elements. 

Proof. Let q = pn and let f(x) = x q - X E Zp[x]. By Theorem VI.16, there is 
a field F containing Zp (so that F has characteristic p) and all the roots of f(x). 
Define K to be the set of all the roots of f(x) in F. Since f(x) has degree q, it 
follows that IKI :s; q, with equality if f(x) has no repeated roots. Now f'(x) = 
qxq- l - 1 = -1, because F has characteristic p and q = pn. Therefore, f(x) 
and f'(x) are relatively prime, and Lemma VI.17 shows that f(x) has no 
repeated roots. 

We now show that K is a subfield of F. Let a and b be roots of f(x), so that 
aq = a and bq = b. Lemma VI.18 gives (a - b)q = aq - bq = a - b, so that 
a - b E K; moreover, (ab)q = aqbq = ab, so that ab E K. Since 1 E K, it 
follows that K is a subring of F. Finally, if a =f. 0, then aq = a implies that 
aq- l = 1, so that a-I = aq - 2 E K (because K is a subring). Therefore, K is a 
field. • 

It is curious that the uniqueness of the finite fields was not established for 
more than 60 years after their discovery. 

Theorem VI.20 (E.H. Moore, 1893). Any two fields having exactly pn elements 
are isomorphic. 

Proof. Let K be a field with exactly q = pn elements. Since the multiplicative 
group K x of nonzero elements of K has order q - 1, Lagrange's theorem 
gives aq- l = 1 for all nonzero a E K. Therefore, every element of K is a root 
of f(x) = x q - x, so that K is a splitting field of f(x). The result follows 
from the general fact that any two splitting fields of a given polynomial are 
isomorphic (the reader may prove this by induction on the degree of f(x), 
using Lemma 5.5 of the text). • 

The following proof is the polynomial version of the fact that every con­
gruence class [a] E Zm is equal to [r], where r is the remainder after dividing 
a by m; moreover, any two "remainders," that is, any distinct rand r' between 
o and r - 1 are not congruent. 

Theorem VI.21. Let k be a field and let p(x) E k[x] be an irreducible polyno-
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mial of degree n. If k is a sub field of a field E and if rx E E is a root of p(x), then 
[k(rx): k] = n. Indeed, every element in k(rx) has a unique expression of the form 

(*) 

where bi E k for all i. 

Proof. The map cp: k[x] -+ E, defined by f(x) f-+ f(rx), is a ring homomor­
phism with im cp = k(rx) and ker cp = I # ° (for p(x) E I). By Theorem V1.11, 
I = (q(x)), where q(x) is irreducible. Hence q(x)lp(x), so that q(x) = cp(x) for 
some nonzero C E k; that is, I = (p(x)). We claim that X = {1, rx, ... , rx n- 1 } is 
a basis of k(rx) viewed as a vector space over k. If so, then [k(rx): k] = n, as 
desired. If there are bi, not all 0, with L?,:-J birx i = 0, then rx is a root of 
g(x) = L?,:-J bixi, a nonzero polynomial of degree smaller than n. But g(x) E 

ker cp = (p(x)), so that p(x)lg(x) and the degree of g(x) is at least n, a contra­
diction. Thus, X is linearly independent. To see that X spans k(rx), we show, 
by induction on m 2:: n, that rxm E W = <1, rx, ... , rx n - 1 ), the subspace over k 
spanned by X. If p(x) = L?=o CiXi, then ° = p(rx) = I?=o cirx i, so that rx" = 

- L7,:-J Ci rxi E W. For the inductive step, assume that rxm = L7,:-J dirx i, where 
d. E k Then rxm+1 = rxrxm = '" "~-1 d.",i = "~-2 d.",i+l + d ",n E W • • . v. L.,.=o.v. L.".=o.v. "-1 v. . 
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Notation 

Set Theory and Algebra 

A c Bor B ~ A 

o 
AxB 
f: A -+ B 
lx 
i: A c...B 
f: af-+ f(a) 

flA 

IXI 

(7) 
U(R) 
K X 

A = [au] 
c5ij 
E 
1Y.~f3 

A is a subset of B 
empty set 
cartesian product 
f is a function from A to B 
the identity function X -+ X 
i is the inclusion map from the subset A c B 
f is a function whose value on the element a in its domain 
is f(a) 
the restriction of f to A; that is, if f: B -+ C and A c B, 
then flA = f 0 i, where i: A c... B 
the number of elements in a set X 

binomial coefficient m!/i!(m - i)! 

the group of units in the ring R 
if K is a field, K X = K - {O}; the multiplicative group of 
K = U(K) 
if G is a group, G # = G - {l} 
equivalence class containing an element x; in particular, 
the congruence class of an integer x E 7Lm 

matrix whose entry in row i and columnj is aij 

(Kronecker delta) if i # j, then c5ij = 0; if i = j, then c5ij = l. 
identity matrix [c5ij] 
IY. and f3 are homotopic paths 
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(A, ..2'*(A), IX) 
pn(K) 

affine space 
projective space over K of dimension n 

Groups and Subgroups 

A5;B 
A<B 
(X) 
AvB 
AB 
A<lB 
GIH 

H char G 
AxB 

nAi 
AEeB 
LA; 
A*B 
A*oB 
A )4 B or A )40 B 
A lB or A l, B 
aG 

[A,B] 
G' 
Z(G) 
CG(a) 
CG(H) 
NG(H) 
Aut(G) 
Inn(G) 
l!J(x) or Gx 
Gx 

Hol(G) 
Hom(G, B) 
G* 

U(R) 
«I> (G) 
dG 
tG 
(XIL\) 

A is a subgroup of B 
A is a proper subgroup of B 
subgroup generated by a subset X 
subgroup generated by subgroups A and B 
{ablaeAandbeB} 
A is a normal subgroup of B 
the family of all left cosets of H in G (it is a group when 
H <l G) 
H is a characteristic subgroup of G 
direct product of groups 
direct product of groups 
direct sum of abelian groups 
direct sum of abelian groups 
free product of groups 
amalgam 
semidirect product 
wreath product or regular wreath product 
conjugacy class of element a e G 
subgroup generated by all commutators [a, b] = aba-1 b-1 

commutator subgroup = [G, G] 
center of G 
centralizer of element a in G 
centralizer of subgroup H 5; G 
normalizer of subgroup H ~ G 
automorphism group of group G 
all inner automorphisms of G 
orbit of element x in a G-set 
stabilizer of element x in a G-set 
holomorph of G 
all homomorphisms from G to B 
character group = Hom(G, eX) (~Hom(G, Q/Z) when G 
is finite) 
group of units in a ring R 
Frattini subgroup 
maximal divisible subgroup of abelian group G 
torsion subgroup of abelian group G 
presentation with generators X and relations L\ 
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(G; X'ILl') given a presentation of a group G, this is a presentation 
with additional generators X' and additional relations Ll' 

Assume that K is an abelian group and that lJ: Q --+ K is a homomorphism 
(when lJ is trivial, one omits it from the notation). 

B2(Q, K, lJ) coboundaries 
Z2(Q, K, lJ) factor sets (cocycles) 
H2(Q, K, lJ) = Z2(Q, K, lJ)/B2(Q, K, lJ) 
M(Q) = H2(Q, eX) = Schur m~ltiplier 
Ext(Q, K) = H2(Q, K) when both Q and K are abelian and lJ is trivial 
Der(Q, K, lJ) all derivations 
PDer(Q, K, lJ) all principal derivations 
Hl(Q, K, lJ) = Der(Q, K, lJ)/PDer(Q, K, lJ) 

Names of Groups 

An 
Aoo 
AfT(n, K) 
Aut(V) 
Aut(X, Bi) 
B 
Bm 
e 
ex 
D2n 

Doo 
GF(q) 
GL(n, K) 
rL(n, K) 
LF(K) 
M; 
O(n, K) 
PGL(n, K) 
PSL(2, Z) 
prL(n, K) 

Q 
Qn 
o 
~ 

Sn 
Sx 
SL(n, K) 

alternating group 
infinite alternating group 
affine group 
all affine isomorphisms of vector space V 
all automorphisms of Steiner system (X, Bi) 
binary tetrahedral group 
braid group 
complex numbers 
multiplicative group of nonzero complex numbers 
dihedral group of order 2n 
infinite dihedral group 
finite field having q elements 
general linear group of all nonsingular n x n matrices 
all nonsingular semilinear transformations 
linear fractional transformations over K 
Mathieu group i = 10, 11, 12, 22, 23, 24 
orthogonal group 
projective linear group 
modular group 
collineation group 
quaternions of order 8 
generalized quaternions of order 2n 

rational numbers 
real numbers 
symmetric group on n letters 
symmetric group on a set X 
all n x n matrices of determinant 1 



Names of Groups 

Sp(2m, K) 
T 
T 
UT(n, K) 
V 
lL 
lLn 

Zen, K) 
SZ(n, K) 

symplectic group 
nonabelian group of order 12 = lL3 ><I lL4 
circle group = multiplicative group {z E Cllzl = 1} 
unitriangular group 
4-group 
integers 
integers mod n 
all scalar n x n matrices 
all scalar n x n matrices of determinant 1 
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Index 

Aanderaa, S. 450 
Abbati, P. 1, 57, 58 
Abel, N.H. 1, 97 
abelian group l3 
ACC 145 
action 55 
adding a handle 409 
Adian, S.I. l36 
Adian-Rabin theorem 469 
adjacency 174 
adjoining roots 92 
adjoint transformation 242 
admissible subgroup 151 
affine 

group Aff(n, k) 264 
group ofthe plane 71 
hyperplane 265 
isomorphism 266 
line 265 
m-subspace 265 
map 70 
n-space 265 

affinity 264 
Alperin-Kuo theorem 210 
alphabet of Turing machine 421 
alternating bilinear form 235 
alternating group 

An 23 
infinite a.g. Aoo 51 

amalgam 401 
Artin, E. 227, 347 

ascending central series 113 
ascending chain condition 145 
associated graph to directed graph 356 
associated semigroup to Turing machine 

426 
associated vector space to atfme space 

265 
associativity 10 

generalized 11 
attaching map 398 
attaching a 2-cell along 0( 398 
automorphism 

field 93 
graph 174 
group 104, 156 
Steiner system 295 
tower 163 

auxiliary table 352 
axiom of choice 481 

Baer, R. 111,327,334,350,383 
Baer theorem 320 
Baer-Levi theorem 391 
balanced group 365 
base 

wreath product 172 
HNN extension 407,411 

basepoint 370 
basic move of Turing machine 421 
basic subgroup 326 
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basis 
free abelian group 312 
free group 343 
free semigroup 349 
theorem 128,319,447 

bijection 480 
bilinear form 235 

alternating 235 
symmetric 235 

binary tetrahedral group 350 
block 

G-set 256 
Steiner system 293 
nontrivial 256 

Boone, W.W. 430,450 
Boone's lemma 431 
Boone theorem 417 
Boone-Higman theorem 466 
both chain conditions 146 
boundary word 435 
bouquet of circles 377 
braid group 347 
Brandis, A. 210 
Britton, J.L. 430 
Britton's lemma 414 
Bruck-Ryser theorem 294 
Burnside basis theorem 124 
Burnside lemma 58 
Burnside normal complement theorem 

196 
Burnside problem 136 
Burnside theorem 107,110 

Cameron, P.l. 286 
cancellation law 5, 15 
Cardano, G. 90 
Carmichael, R. 35 
Carmichael-Witt theorem 297 
Cassidy, P.l. 34 
Cauchy, A.L. 1, 4 
Cauchy theorem 74 
CAYLEY 34 
Cayley graph 357 
Cayley theorem 52 
center 44 
centerless 45 
central extension 201 
central isomorphism 151 
central series 117 
centralizer 

element 44 
subgroup 112 

centralizes 112 

Index 

chain conditions (see ACC, DCC, or 
both chain conditions) 

character group 205, 340 
characteristic 

field 218 
abelian group of rank 1 332 
subgroup 104 

characteristically simple 106 
Chevalley groups 246 
chief series 152 
Chinese remainder theorem for G-sets 

260 
Church's thesis 423 
circle group T 18 
circuit 371 
class equation 74 
class of nilpotency 115 
classical groups 239 
classification theorem of finite simple 

groups 246 
closed path 368 
coboundary 183 
cocycle 180 

identity 180 
cohomology group 

first 212 
second 183 

Cole, F.N. 225, 292 
collineation 274 
Collins, 0.1. 430 
coloring 60 
common system of representatives 25 
commutative diagram 183 
commutator 33 

identities 119 
subgroup 33 

commute 5 
companion matrix 138 
complement 167 
complete factorization 6 
complete group 158 
complete set of coset representatives = 

transversal 178 
complete wreath product 175 
complex 366 

components 369 
connected 368 
covering 377 
dimension 367 
edge 367 
isomorphic 371 
pointed 370 
quotient 373 
simply connected 372 



Index 

tree 372 
universal covering 383 
vertices 366 
wedge 399 

components of complex 369 
composition 

factors 101 
series 98 

computation of Turing machine 
422 

congruence class 13 
congruence on semigroup 349 
congruent matrices 236 
congruent matrices, (J- 236 
conjugacy class 43 
conjugate elements 31, 43 

subgroups 44 
conjugation 18 
connected complex 368 
continuation 381 
contraction of Steiner system 294 
contravariant functor 336 
convex combination 70 
Corner, A.L.S. 334 
correspondence theorem 38 
coset 4 

collapse 354 
double 31 
enumeration 354 

countable 484 
counting principle 294 
covariant functor 335 
cover group 208 
covering 

complex 377 
map 382 

Coxeter, H.S.M. 351 
crossed homomorphism 211 
cubic formula 90 
cycle 3 

index 60 
structure, same 46 

cyclic 
group 21 
permutation of word 434 
subgroup 21 
submodule 135 

cyclically reduced word 434 

data 179 
DCC 146 
decision process 418 
Dedekind law 37 

degree 
field extension 93 
G-set 55 
vertex in graph 358 

Dehn, M. 430 
derivation 211 
derived series 104 
derived subgroup = commutator 

subgroup 33 
Descartes, R. 90 
descending central series 113 
descending chain condition 146 
diagram 435 

commutative 183 
Dickson, L.E. 232, 246 
dicyclic group DCn 351 
dihedral group D2n 68 
dilatation 228 
dimension 

affine space 265 
complex 367 
projective space 273 
simplex 366 

direct factor 126 
direct product 

infinite 308 
K x Q 40 

direct sum 
infinite 308 
matrices 138 
modules 135 

direct summand 126, 308 
directed graph 356 
directed polygon 433 

labeled directed polygon 433 
Dirichlet, P.G.L. 200 
disjoint permutations 5 
disjoint subcomplexes 368 
divisible by n 309 
divisible group 207,320 
division algorithm 486 
double coset 31 
doubly transitive 250 
dual diagram 323 
dyadic rationals 331 

edge 367 
Eilenberg, S. 358 
Eilenberg-Moore 54 
elementary 

abelian p-group 42 
divisors, abelian group 132 
divisors, matrix 141 
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elementary (cont.) 
moves on path 369 
operation in semigroup 426 
transvection Bil~.) 220 

empty word 344 
end 

path 368 
path class 368 

endomorphism 144 
ring 334 

Engel theorem 115 
enumerates 422 
equivalence 

characteristics 332 
class 477 
extensions 183 
forms 238 
normal series 99 
relation 477 
G-invariant 257 

Erlangen program 72 
Euclid's lemma 490 
Euler qJ-function 27 
Euler-Poincare characteristic 384 
evaluation map 341 
even permutation 8 
exact sequence 307 

short 307 
exponent 26 

minimal 202 
Ext(Q, K) 186 
extension 154 

central 201 
extra-special group 124 

factor group = quotient group 32 
normal series 97 

factor set 180 
faithful G-set 248 
Feit-Thompson theorem 107 
Fermat theorem 26 
fiber 380 
finite 

field GF(q) 28 
module 135 
order, module 135 

finitely generated group 314 
module 135 

finitely presented 400 
finitely related = finitely presented 400 
first cohomology group 212 
first isomorphism theorem 35 

Fitting subgroup 118 
Fitting's lemma 

groups 147 
n-groups 153 

fixed element of G-set 248 
fixes 3 

field 93 
four group = 4-group V 15 
Frattini argument 81 
Frattini subgroup II>(G) 122 
Frattini theorem 123 
free 

abelian group 312 
group 343 
semigroup 349 

free product 388 
with amalgamated subgroup = 

amalgam 401 
freely reduced word 434 
Freiheitsatz 449 
Fridman, A.A. 450 
Frobenius, G. 58, 132, 199 
Frobenius complement 254 
Frobenius group 254 
Frobenius kernel 252 
Fuchs, L. 334 
full subcomplex 367 
fully invariant subgroup 108 
function 479 
functor 

contravariant 336 
covariant 335 
left exact 336 

Fundamental Theorem 

Index 

Arithmetic 101,490 
Combinatorial Group Theory 436 
Finite Abelian Groups 132 
Finitely Generated Abelian Groups 

319 
Finitely Generated Modules 142 
Projective Geometry 277 

fundamental group 370 

G-invariant equivalence relation 257 
G-isomorphism 260 
G-map 260 
G-set 55 

block 256 
doubly transitive 250 
faithful 248 
imprimitive 256 
isomorphism 282 
k-transitive 250 



Index 

multiply transitive 250 
primitive 256 
rank 249 
regular 252 
right 55 
sharply k-transitive 251 
trivial 248 

Galois, E. 1,493 
Galois field GF(q) 218 
Galois group 93 
Galois theorem 96 
Gaschiitz, W. 123 
Gaschiitz theorem 191 
gcd 487 
general linear group GL(n, k) 13, 219 
generalized associativity 11 
generalized quaternions Qn 87 
generates 22 
generators and relations 

abelian groups 314 
groups 345 

graph 174 
directed 356 

Green, JA 366 
group of motions M(n, IR) 64 
group of units 13 
group 12 

abelian 13 
affine Aff(n, k) 264 
affine group of the plane 71 
alternating An 23 
automorphism group 156 
balanced 365 
binary tetrahedral 350 
braid 347 
characteristically simple 106 
circle T 18 
classical 239 
complete 158 
cyclic 21 
dicyclic DCn 351 
dihedral D2n 68 
divisible 320 
elementary abelian p- 42 
extra-special 124 
finitely generated 314 
finitely related 400 
four group = 4-group V 15 
free 343 
free abelian 312 
fundamental 370 
Galois 93 
general linear GL(n, k) 13 
generalized quaternions Qn 87 

hamiltonian 87 
holomorph 164 
icosahedral 69 
indecomposable 145 
infinite alternating Aoo 51 
infinite dihedral D 00 391 
integers mod n Zn 13 
M10 284 
Mll 288 
M12 289 
M22 290 
M23 291 
M24 292 
modular PSL(2, Z) 391 
nilpotent 115 
octahedral 69 
operator 151 
orthogonal O(n, IR) 64 
orthogonal O(n, k) 239 
p-group 73 
p-primary 126 
perfect 263, 358 
periodic 155 
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projective unimodular PSL(n, k) 223 
quaternions Q 83 
quotient 32 
reduced abelian 322 
rotation 65 
simple 39 
solvable 97 
special linear SL(n, k) 23 
supersolvable 107 
symmetric Sn 12 
symmetry group of figure 67 
symplectic Sp(2m, k) 238 
T(order 12) 84 
tetrahedral 69 
torsion 308 
torsion-free 155,308 
unitary U(n, k) 238 
unitriangular UT(n, k) 82 

groupoid 370 
Gruenberg lemma 214 
Gruenberg-Wehrfritz 215 
Grushko theorem 393 
Griin, O. 199 
G6del image of presentation 465 
G6del number 423 

h-special word 427 
Hall, M. 387 
Hall, P. 25, 116, 166 
Hall subgroup 110 
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Hall theorem 108,110 
Hall-Higman theorem 136 
Hamilton, W.R. 69 
hamiltonian group 87 
height 332 

sequence 332 
hermitian form 235 
higher centers Ci(G) 113 
higher commutator subgroups G(i) 

104 
Higman, G. 86, 136,407 
Higman theorem 451 
Higman, Neumann, and Neumann 

theorem 404,405 
Hirshon R. 150 
HNN extension 407,411 
holomorph 164 
homogeneous coordinates 273 
homomorphism 16 

crossed 211 
homotopic 369 
Hopf's formula 358 
Humphreys, J.E. 391 
Holder, O. 101, 154 
Holder theorem 160,197 
hyperbolic plane 240 
hyperplane 66, 228 

icosahedral group 69 
idempotent endomorphism 144 
identity element 14 
identity function 1x 480 
image = im 22 
imbedding 23 

free product 388 
imprimitive 

G-set 256 
system 257 

inclusion function 480 
indecomposable group 145 
independence in abelian group 127, 

310 
index 25 
infinite alternating group Aoo 51 
infinite dihedral group Doo 391 
injection 480 
injective property 320 
inner automorphism 156 
inner automorphism group Inn(G) 156 
inner product 

matrix 235 
space 235 

instantaneous description 421 

terminal 422 
integers mod n 7L n 13 
intersection of subcomplexes 368 
invariant factors 

abelian group 129 
matrix 139 

invariant subspace 135 
inverse 

element 14 
function 480 
word 344 

inverse image of subcomplex 377 
involution 68 
involves 413 
isometry 237 
isomorphism 

complexes 371 
field 93 
groups 16 
G-sets 282 

Ivanov, S. 136 
Iwasawa criterion 263 

Jacobi identity 118 
James, R. 86 
Jonsson, B. 334 
Johnson, D.L. 350 
Jordan,C. 101,286,289 

block 139 
canonical form 141 
decompositions 144 

Jordan-Dickson theorem 232 
Jordan-HOlder theorem 

groups 100 
Q-groups 152 

Jordan-Moore theorem 225 
juxtaposition 344 

k-transitive 250 
Kaloujnine, L. 176, 187 
Kaplansky, I. 19,330 
kernel 

derivation 213 
group homomorphism 22 

Index 

ring homomorphism 485 
semigroup homomorphism 350 

Klein, F. 72 
Kostrikin, A.L. 136 
Kronecker, L. 128 

delta (\ 498 
Krull-Schmidt theorem 

groups 149 
Q-groups 153 
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Kulikov, LJ. 330 
Kulikov theorem 327 
Kurosh theorem 392 
Kuznetsov, A.V. 466 

labeled directed polygon 433 
Lagrange, J.-L. 1,57 
Lagrange's theorem 26 
Lam, C. 294 
Lam-Leep 162,285 
Landau, E. 77 
Latin square 18 
least criminal 111 
left exact functor 336 
length 

cycle 3 
normal series 97 
path 368 
word 418 

Levi, F. 383 
lifting 

extension 178 
path 378 

linear fractional transformation 281 
linear functional 229 
Lodovici Ferrari 90 
lower central series 113 
Lyndon, R.c. 433 

Mac Lane, S. 358 
Magnus, W. 449 
Mann, A. 74 
Mann, H.B. 31 
Markov property 468 
Markov-Post Theorem 428 
Mathieu groups 

MlO 284 
Mll 288 
M12 289 
M22 290 
M23 291 
M24 292 

matrix of linear transformation 
relative to ordered basis 137 

maximal divisible subgroup 321 
maximal normal subgroup 39 
maximal subgroup 39 
maximal tree 373 
McCormick, G. 200 
McIver, A. 86 
McKay, J.H. 74 
McLain, D.H. 115, 176 
Miller, C.F., III 430, 467 

Miller, G.A. 292 
minimal exponent 202 
minimal generating set 124 
minimal normal subgroup 105 
minimum polynomial 139 
modular group PSL(2, I) 391 
modular law 37 
module 134 
monomial matrix 46, 177 
Moore, E.H. 493 
motion 63 

orientation-reversing 65 
moves 3 
multiplication by m 128 
multiplication table 16 
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multiplicator = Schur multiplier 201 
multiplier = Schur multiplier 201 
multiply transitive 250 

NjC lemma 156 
natural map 33, 374 
Navel, Morris (see Pippik, Moishe) 
Neumann, B.H. 407 
Neumann, B.H. theorem 406 
Neumann, H. 407 
Neumann, P.M. 86, 391 
Newman, M.F. 86 
Nielsen-Schreier theorem 383 
nilpotent 

endomorphism 147 
group 115 

Noether, E. 35 
Nombril, Maurice (see Ombellico, 

Mario) 
nondegenerate quadratic form 244 
nondegenerate space 236 
nongenerator 123 
nonsingular semilinear transformation 

267 
nontrivial block 256 
normal endomorphism 144 
normal form 

amalgams 402 
free product 390 
HNN extensions 416 

normal series 97 
normal subgroup 30 

generated by 31 
minimal 105 

normalizer 44 
normalizer condition 116 
normalizes 112 
Novikov, P.S. 136, 430 
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Novikov-Boone-Britton theorem 
431 

O'Brien, E.A. 86 
octahedral group 69 
odd permutation 8 
Ol'shanskii, A.Y. 136 
Ombellico, Mario (see nYJIKOB, MIXAIA) 
operation 10 
operator group 151 
orbit 56 
order 

group 26 
group element 21 
module 135 

orientation-reversing motion 65 
origin 

path class 368 
path 368 

Ornstein, D.S. 114 
orthogonal complement 239 
orthogonal elements 239 
orthogonal group 

O(n, IR) 64 
O(n, k) 239 

orthogonal matrix 65 
orthogonal transformation 63 
orthonormal basis 63, 243 
outer automorphism 156 

group 156 

p-complement 110 
p-group ~3 

elementary abelian 42 
p-nilpotent 197 
p-primary component 126,311 

group 126 
partition 477 
partition of n 48 
path 368 

class 369 
circuit 371 
closed 368 
end 368 
homotopic 369 
length 368 
lifting 378 
origin 368 
product 369 
reduced 371 
trivial 370 

pentad 161 

perfect field 224 
perfect group 263, 358 
periodic 155 
permutation 2 

even 8 
matrix 18 
odd 8 
regular 5 
disjoint 5 

p;-reduced word 415 
pinch 413 

Index 

Pippik, Moishe (see Nombril, Maurice) 
Poincare, H. 54 
pointed complex 370 
P6lya theorem 61 
polygon 433 

relator polygon 435 
polyhedral group 347 
Pontrjagin duality 340 
positive word 349 
powers 14 
presentation 

abelian group 314 
group 345 
semigroup 350 

primary decomposition 126 
infinite 311 

primary module 135 
prime field 217 
primitive element 218 
primitive G-set 256 
principal derivation 211 
principal ideal domain 486 
product formula 30 
product of paths 369 
projection 144 
projection of covering complex 377 
projective 

hyperplane 273 
lifting property 205 
line 273 
m-subspace 273 
n-space P"(k) 273 
plane of order n 294 
point 273 
property 315,348 
representation 202 

projective unimodular group 
PSL(n, k) 223 

projectivity 274 
proper subgroup 22 
Prtifer, H. 330 
Prtifer-Baer theorem 327 
Prtifer theorem 328 



Index 

pullback 400 
pure subgroup 325 
pure-independent 326 
pushout 395 

quadratic form 244 
nondegenerate 244 

quadruple of Turing machine 421 
quartic formula 90 
quasi-inverse 19 
quaternions Q 83 

generalized quaternions Qn 87 
quotient 

complex 373 
group 32 
module 134 
semigroup 349 

r-cycle 3 
r-valued function 1 
R-homomorphism 141 
R-isomorphism 141 
R-module 134 
Rabin theorem 467 
rank 

abelian group 331 
free abelian group 315 
free group 348 
G-set 249 

rational canonical form 139 
real quaternions 86 
realizes data 181 
realizes 8 169 
recursive 422 
recursively enumerable = r.e. 422 
r.e. = recursively enumerable 422 
r.e. presentation 465 
r.e. subset of N 422 
recursively presented 451 
reduced abelian group 322 
reduced 

path 371 
word 344 

in free product 389 
Ree, R. 246 
refinement of normal series 98 
reflection 66 
region 435 
regular 

G-set 252 
graph 358 
normal subgroup 259 

permutation 5 
representation (left) 52 
representation (right) 54 
wreath product 175 

relation table 351 
relatively prime 488 
relator polygon 435 
Remak, R. 144 
repeated roots 95 
representation 

conjugates 53 
cosets 53 
theory 471 

representative of coset 24 
restricted Burnside problem 136 
restricted wreath product 175 
retract 168 
retraction 168 
Rips, E. 438,461 
Rosset, S. 387 
rotation 65 

group 65 
Rotman, J.J. 370 
Ruffini, P. 1, 97 

same cycle structure 46 
Schenkman, E. 130 
Schering, E. 128 
Schottenfels theorem 233 
Schreier, O. 100,383 
Schreier refinement theorem 100 
Schreier theorem 185 
Schreier transversal 385 
Schupp, P.E. 406,414,417 
Schur, I. 39, 198, 210 
Schur multiplier 201 
Schur theorem 114,198,208,363 
Schur-Zassenhaus lemma 190 
Scipione del Ferro 89 
second cohomology group 183 
second isomorphism theorem 36 
Seifert, H. 396 
semidirect product 167 
semigroup 12 

free 349 
quotient 349 

semilinear fractional transformation 
281 

semilinear transformation 267 
nonsingular 267 

sequence 479 
Serre, J.-P. 383 
sgn = signum 8 
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sharply k-transitive 251 
sheets of covering complex 377 
Shelah, S. 334 
Sheu, T.-L. 48 
short exact sequence 307 
signum = sgn 8 
similarity 142 
simple group 39 
simplex 366 
simplicial map 371 
simply connected 372 
Sims, C. 86 
simultaneous bases 319 
skeleton 367 
Smith normal form 143 
solvable by radicals 92 
solvable conjugacy problem 449 
solvable group 97, 102 
solvable series 102 
solvable word problem 

groups 418,425,465 
semigroups 425 

special linear group SL(n, k) 23, 220 
special word 431 
splits 167 
splitting field 92 
sporadic simple groups 247 
stabilizer 56 

extension 185 
series 165 

stable letters in HNN extension 407, 
411 

standard affine space 265 
standard basis 138 
star in Steiner system 294 
Steinberg, R. 246 
Steiner system 293 

automorphism 295 
block 293 
contraction at x 294 
star 294 
type 293 

Stickel berger, L. 132 
stopping state 424 
subcomplex 367 

disjoint 368 
full 367 
inverse image 377 

subgroup generator table 355 
subgroup 20 

admissible 151 
basic 326 
center 44 
centralizer, element 44 

centralizer, subgroup 112 
characteristic 104 
commutator 33 
cyclic subgroup generated by an 

element 21 
Frattini c1>( G) 122 
fully invariant 108 
generated by X 22 
Hall 110 

Index 

higher commutator 104 
maximal divisible subgroup 321 
maximal normal 39 
normal 30 
normal generated by 31 
normalizer 44 
proper 22 
pure 325 
regular normal 259 
subnormal 150 
Sylow 78 
torsion 308 
trivial 22 
TC'- 110 
TC- 110 

submodule 134 
generated by X 135 

subnormal subgroup 150 
substitution, law of 10 
subword 344,413 
supersolvable group 107 
surjection 480 
Suzuki, M. 198,246 
Sylow p-subgroup 78 
Sylow theorem 79 
symmetric 

bilinear form 235 
function 56 
group S. 12 

symmetry group of figure 9'(A) 67 
symplectic 

basis 241 
group Sp(2m, k) 238 

syntheme 161 

Tartaglia (Niccolo Fontana) 90 
Tate, J. 199 
terminal instantaneous description 422 
tetrahedral group 69 
third isomorphism theorem 37 
Thomas, S. 163 
Thompson, J.G. 107, 199,254, 289 
three subgroups lemma 118 
Thue, A. 430 



Index 

Tietze's theorem 374 
Todd,l.A. 351 
torsion group 308 
torsion subgroup 308 
torsion theorem for amalgams 404 
torsion-free 155,308 
transfer 194 
transgression 205 
transitive 58 
transitive extension 286 
translation 15, 63, 264 
transposition 3 
transvection 220, 228 

elementary Bij{A.) 220 
transversal 178 
tree 372 

maximal 373 
triangulated polygon 397 
trivial 

action 172 
G-set 248 
path 370 
subgroup 22 

Turing machine 421 
Turing, A.M. 420 
type 

abelian group 332 
Steiner system 293 

VIm, H. 329 
unimodular matrix 220 
union of subcomplexes 368 
unipotent matrix 144 
unit 13,487 
unitary group U(n, k) 238 
unitriangular group UT(n, k) 82 
unitriangular matrix 82 
universal central extension 360 
universal covering complex 383 
universal finitely related group 465 
upper central series 113 

van der Waerden trick 344, 390 
van Kampen theorem 396 
vertices 174, 366 
von Dyck, W. 69 
von Dyck theorem 346 

Wedderburn,l.M.H. 144, 277 
wedge 399 
Weichsel, P.M. 34 
well defined 480 
well-ordering principle 482 
Wielandt, H. 124,163 
Wielandt's proof 81 
Wilson's theorem 15 
Witt, E. 297 
word 23,344 

boundary word 435 
cyclically reduced 434 
empty 344 
freely reduced 434 
h-special 427 
inverse 344 
positive 349 
reduced 344 

in free product 389 
special 431 

wreath product 172 
base 172 
complete 175 
permutation version 173 
regular 175 
restricted 175 

Yff, P. 34 

Zassenhaus, H. 39, 284, 289 
Zassenhaus lemma 99 
Zelmanov, E.I. 136 
Zorn's lemma 481 

IIYJIlCOB, MIXAIA (see Navel, Morris) 
n'-subgroup 110 
n-subgroup 110 
a-congruent 236 
Q-composition series 152 
Q-group 151 
Q-indecomposable 153 
Q-map 151 
Q-series 152 
Q-simple group 152 
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